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Abstract

One of the most difficult tasks facing computer scientists is that of designing systems and making sure that they perform their intended functions correctly. As computer systems have grown in size and complexity, the problems of system design and verification have become increasingly acute. Formal specifications, which are precise descriptions of a system's function, provide a basis for understanding system operation as well as for proving correctness.

Although there has been much work in formal specification and verification of computer programs, relatively little research has been done on system specification. A particular class of asynchronous systems, known as packet communication systems, has been chosen as the subject of this study. Packet communication systems are composed of independently operating units that interact only by transmitting packets of information. These systems possess a number of desirable structuring properties that make them suitable for formal analysis.

We have developed a model for formally describing the behavior of packet systems and for proving correctness. The model is based on the fact that packet systems may be viewed both externally, in terms of their interaction with the outside world, and internally, in terms of their structural composition from smaller units. A packet system is shown to be correct by proving that its formal characterizations corresponding to these two views are equivalent.

Our model is used to prove the correctness of three sample packet systems, and a general characterization of any cyclic systems is stated and proved.
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CHAPTER 1: INTRODUCTION

1.1. System design and specification

The fields of computer hardware and software both deal with the same fundamental goal: building systems to perform designated functions. A hardware system is constructed from physical components, while a software system is realized by writing programs in a language implemented on some computer. As both hardware and software systems have grown in size and capability over the years, their structure and operation have grown tremendously in complexity. This has made the task of designing systems increasingly difficult, especially so for large, high-performance systems. It is important that both system designers and users have confidence that their systems perform their functions as intended. System testing, debugging, and modification constitute a significant fraction of the time and expense involved in designing systems. The issues of making certain that a system being designed will operate correctly are thus of particular importance to both hardware and software system designers.

Verifying the logical correctness of system designs has been accomplished in practice mostly by "seat of the pants" techniques. The drawbacks of such an informal approach are clear: one can be intuitively certain that a system design is correct, but this is far from a guarantee of correctness. There are numerous "horror stories" about systems that had to be redesigned or scrapped because their designs had serious conceptual errors that went undetected in the verification process. Such errors indicate a lack of
understanding on the part of the designers as to exactly what functions the systems are supposed to perform. In order to have a sound understanding of the way a system operates, and in order to be sure that it behaves correctly, it is necessary to make use of precise descriptions of the system's logical function. It is for just this reason that the discipline of formal specifications has arisen. Specifications are descriptions of the behavior desired of a system, and a system is shown to be correct by verifying that it satisfies its specifications, i.e., operates as it is intended to behave. There are two significant benefits that may be realized by using formal specifications. First, it becomes possible to develop formal verification methodologies, which makes it feasible to prove that systems are correctly designed to perform their intended tasks. Second, formal descriptions provide a model through which complex systems can be better understood. Thus, the task of system design may be facilitated through the study of formal system specification and verification techniques.

Formal specification techniques cannot be used blindly without considering the nature of the systems being described. For large, complex systems, the specifications may become so complicated as to make correctness proofs intractably difficult. However, this problem can be alleviated by treating only those systems that satisfy "nice" properties. By insisting on appropriate system constraints that must be satisfied, one can identify classes of systems that have more orderly and structured design with no real sacrifice in functional capability. Through judicious use of this concept of structured system design, the system designer can be assured of working with systems that can be more easily understood, described and verified.
Formal specifications have been the center of much research activity within the software field [Rustin, 1972; Liskov and Berzins, 1976]. In addition, an entire discipline known as structured programming has arisen to study ideas of structured system design and their ramifications on the programming process [Dijkstra, 1972; Wortman, 1977]. However, there has been relatively little research in corresponding areas of the hardware field. One might explain this difference by saying that there is a much greater concentration of theoreticians specializing in software than hardware, but there is a more crucial underlying reason. Design costs for hardware systems have long been overshadowed by the costs of materials, fabrication and assembly. Once a machine is into production, the design process is ended; all further costs lie in replication and maintenance. For these economic reasons, the physical construction of systems has been the dominant factor in hardware development. With software, on the other hand, design costs have always predominated, since everything is realized on paper. Moreover, software systems are designed for specific applications; if the problems to be handled are changed, then the programs must often be rewritten or redesigned. Hardware systems are general-purpose in that for a change in application it is the program and not the machine that is modified. Software is thus far more transient than hardware, which makes design costs even more important for software. It is therefore no wonder that the initiatives for studying design and specification methodologies have been strongest in the software field.

The rapid developments in semiconductor technology over the past few years are beginning to alter the economic balance in hardware development. Integrated circuit chips can be mass-produced at extremely low
cost. Construction costs for hardware systems are dropping dramatically as new fabrication techniques are coming into practice. Since design costs are remaining essentially the same, they are becoming more and more significant in relation to system development. This means that system design techniques and approaches will soon be on the cutting edge of hardware technology. For large and complex systems, whose logical functions are especially difficult to comprehend and work with, the approaches to system design are even more crucial. It is therefore important to open up a thorough investigation of formal specification and structured system design methodologies for hardware systems. And since much of the initiative in this area has come from software research, it is natural to look for ways to apply new technologies used in software design to the hardware field.

A particular class of systems called packet communication systems, which are described in the next section, has been chosen as the domain for the research presented here. Packet communication systems are based on a set of structural properties which provide for the building of large, high-performance systems and which also support the development of a theoretical framework for formal specification and verification. In this thesis, we shall develop techniques for formal specification of the behavior of packet communication systems. We shall also take a look at how the formal specifications may be applied towards verifying the logical correctness of these systems. Because there has been so little formal study of methodologies for hardware system design, specification and verification, the research here may be considered as the first step in a new direction.
1.2. Packet communication architecture and its background

Packet communication architecture is a set of principles according to which systems may be designed and structured. The systems satisfying these principles are collectively known as packet communication systems; for brevity, they shall also be called packet systems. As introduced by Dennis in [Dennis, 1975b], packet systems are essentially interconnections of independently functioning units that interact only by sending each other packets of information. The information contained in a packet may have arbitrarily complex structure.

In this research, we have taken a particular point of view, regarding packet systems as being physically composed from hardware units. Some of the important concepts underlying packet communication architecture are particularly advantageous when applied to the design and implementation of hardware systems. It is equally valid, though, to implement packet systems in software. There are no existing techniques for formally specifying or verifying packet systems viewed from the software standpoint, so our work here may also be seen as an advance in the study of software specification as well.

There are two particular notions from the study of structured programming that are directly supported by the principles of packet communication architecture: modularity and hierarchy. These notions play a large role in the suitability of applying formal specification techniques to packet systems.
Modularity is an approach for structuring programs or systems by composing them from smaller units called modules. The basic idea is that the use of a module is separated from the internal details of its implementation. In this way, a module can be developed and changed without affecting other modules. The concepts of modularity are discussed in more detail in [Myers, 1975; Naur, 1975; Senia, 1972b]. An example of a mechanism for supporting modularity in software systems is the notion of data abstraction [Liskov and Zilles, 1974]. A desirable design goal for modular systems is that individual modules be as self-contained and independent as possible. This goal can be realized by making interaction among different modules as simply structured as possible, through clean, well-defined interfaces. Although the advantages of modularly structured systems are clear, the issues of deciding where to draw module boundaries present an open problem. We shall not investigate this problem here.

The notion of hierarchy relates to how systems may be viewed and described. A hierarchically structured system is one that may be stratified into different levels of conceptual detail. Each level makes use of mechanisms whose internal details are hidden away in lower levels. Each mechanism within the system is used at higher, more abstract levels than where it is defined. In this way, low-level detail is isolated so that it will not interfere with higher-level conceptual views of the system. The basic principles and concepts of hierarchy in systems have been presented by Parnas [Parnas, 1974; Parnas, 1975].
The properties of modularity and hierarchy make systems in general easier to understand and work with. Each module in a hierarchical and modular system has a set of "neighbor" modules with which it communicates. The behavior of a given module depends on the conventions by which it interacts with its neighbors, but it is completely independent of the internal characteristics of the other modules in the system. Consequently, the designer of a module need not worry about what goes inside any other modules; the only relevant concerns are the internal construction and the interface conventions for the particular module being designed. In this way, design information is partitioned along the boundaries of the modules, insulating the system designer from irrelevant detail. This insulation is further enhanced in hierarchical system structures. Each level of abstraction in the hierarchy is isolated from the other levels. The designer of a module has to know the external behavioral characteristics of the submodules from which the module is composed, but the internal structures of the submodules should be totally irrelevant to the design of the given module. Thus, systems that are both modular and hierarchical have two dimensions along which design details are partitioned. When the structure of a system prevents certain design information from affecting areas it does not concern, the system design is simpler to understand. Conceptual simplicity is an important design goal whenever system specification and verification are to be taken into account.

Although the concepts of modularity and hierarchy have been given far less theoretical attention in relation to hardware than software, they are almost universally regarded as fundamental to good hardware design practice. Hardware systems have for a long time been built up from modules such as
adders, clocks and shift registers, and now there is an even greater variety of off-the-shelf component chips to use as modules. At a higher level of abstraction, a typical microcomputer is composed of a microprocessor, some RAM storage, I/O drivers and interface elements. Each of these components can be treated as a module, and these modules can themselves be decomposed. For example, the processor has as submodules an adder, various registers, gating logic, an instruction decoder, and other components; these submodules can in turn be further decomposed. This example shows how digital system design exhibits hierarchical and modular properties. In general, these properties are realized by intelligent system design, but they are difficult to achieve when designing large computing systems. Features such as virtual memory, multi-user environments, parallel programming and the sharing of data among different processes are difficult to realize; they are usually implemented in practice either by simulating them in software or by adding new components as afterthoughts to a basic Von Neumann machine. The interactions among these added components are anything but modular in nature, which is one of the reasons why large computing systems are so difficult to build. Packet communication architecture, as we shall see, provides direct support for hierarchy and modularity.

Packet systems are both modular and hierarchical in structure. The modules in a packet system are simply the independently operating units that comprise it. Packet systems can easily be structured so that their modules correspond to the conceptual units in the designer's view of the system. Further, the principles of packet communication architecture allow the modules that form a packet system to be viewed individually as systems that
may themselves be decomposed into interconnected component modules. This hierarchical property of packet systems provides some of the major conceptual foundations of the approach to specification and verification that will be developed. By making hierarchy and modularity explicit, packet communication architecture not only facilitates formal specification and verification, but in addition serves to encourage good system design practice.

One of the most important design goals for packet systems is that the modules within a system operate as independently as possible. In support of this goal, it is required that modules communicate with each other by passing packets asynchronously. This principle eliminates the need for a centralized control facility to coordinate the action of all the modules, which greatly simplifies system structure. Moreover, it provides for concurrent operation of the modules, leading to enhanced system performance. A module, while awaiting response from other modules in order to perform certain tasks, can busy itself with other tasks for which the required responses have already arrived. An operation may proceed as soon as the information it needs is received, as opposed to what happens with conventional architectures, in which operations cannot be performed until they are explicitly initiated by the sequential control. It is this distinction that provides for concurrency and thus allows packet systems to make more effective use of the available resources than do conventional large systems.

The microcomputer example given above exhibits a number of hierarchical levels of abstraction. It may be noted that the interfaces between modules at different levels of the hierarchy have completely different
characteristics. At the top level, one deals with transmission of applications data; within the microprocessor, microinstructions are passed; and at a still lower level, it is basic logical signals that are passed and gated. In digital systems as they are currently designed, interface protocols depend on the speed at which the various modules process control and data signals. This dependence limits the degree of modularity that can be achieved in existing systems, since a module's interface with its outside world is not free of internal speed and timing considerations.

Packet systems are not subject to such limitations; one of their important properties is that the timing characteristics of an individual module in a packet system do not affect the operation of any other module. A module in a packet system can be replaced with another unit that performs the same task orders of magnitude faster or slower than the original module, and this change will not alter the logical functioning of the system. Packet systems are thus speed independent, which removes from the designer the burden of having to take into account the speed and timing properties of system components in order to assure logical correctness. Speed independence enhances the degree of modularity in a system and thus provides an additional element of structuring in systems, which further assists system design and verification. It should be noted that a system must operate asynchronously in order to achieve the goal of speed independence. Packet systems, since they are speed independent, can accommodate a uniform protocol for communication of packets among their component modules. This uniformity of interface provides the basis for the method of system specification that will be described here.
The idea of building systems by connecting independent modules under an asynchronous and speed-independent discipline is not new. An early exposition was given by Muller [Muller, 1963]. There was a major research effort several years later directed towards realizing systems that were to be physically constructed from hardware units called macromodules [Ornstein, 1967]. Patil has investigated logical designs for modules with which asynchronous systems may be built [Dennis and Patil, 1971], and more recently he has been working with applying programmable logic arrays to this task [Patil, 1975]. All of these designs differ from packet communication architecture in that control signals and data values are passed through the systems separately, traveling on two distinct sets of communication pathways. In packet systems, the notions of control and data are unified, eliminating the need for separate pathways. This is yet another respect in which the principles of packet communication architecture serve to simplify system structure.

Since packet systems operate concurrently, a significant area of application for packet communication architecture lies in realizing computer systems that provide direct support for parallel programming. If different parts of a program can be executed in parallel, then it is advantageous to run the program on a machine for which the hardware can overlap their execution. In this way, one can optimize running speed and utilization of resources such as memory, processing elements and peripheral devices. The study of data flow computation has precisely this goal in mind. Data flow is the representation of programs in such a way as to make the data dependencies and inherent parallelism explicit. Given any two operations \( O_1 \),
and $O_2$ in a data flow program, it should be immediately apparent from the
program structure whether $O_1$ should be performed before $O_2$, whether $O_1$
needs results of $O_2$ in order to be performed, or whether $O_1$ and $O_2$ are
independent (can be done in parallel). Data flow programming has been
treated extensively in the literature; for both exposition and references, see
[Dennis, 1975a; Weng, 1975]. Substantial effort has gone into studying
designs for machines that can directly and efficiently execute data flow
programs [Rumbaugh, 1975; Dennis, 1974; Dennis, 1977; Arvind, 1975;
Plas, 1976]. On such a machine, there is no sequencing of instructions; an
instruction may be executed any time after its operands become available.
This is essentially the same principle as the one underlying the operation of
modules within a packet system; in fact, the concepts of packet systems have
been directly influenced by the research in developing architectures to
implement data flow.

The conceptual compatibility between the ideas of data flow and
packet communication architecture yields a natural connection between them.
In a packet system, the activity that takes place within a module is initiated
by the arrival of the appropriate data packets. There is no explicit sequencing
of operations in data flow programs, and it should be practical to implement
them on systems that do not require ordered sequences of instructions as their
programs. This is one of the motivating factors behind the conception of
packet communication architecture. Most of its concepts are far from new or
original, but it is the combination that makes it suitable for realizing data
flow computation in hardware. Conversely, data flow is a natural way to
represent programs that will run on processors designed according to the
principles of packet communication architecture. Thus, there is a commonality between data flow and packet systems that arises because they share similar goals and principles.

There is one more property of packet systems that should be noted here. The behavior of a packet system (or of any of its modules) is observable in terms of the packets it sends out in response to the packets it receives. In general, packet systems are nondeterministic, which means that given the packets received by a module, there may be several distinct but equally valid responses to the input. Nondeterminacy is one of the factors that make the behavior of packet systems difficult to understand and formalize. This will have a definite bearing on the approach taken here towards specification and verification.

This concludes the overview of the basic ideas of packet communication architecture. The principal reason why packet systems were chosen for this research is that their design is structured in a way that supports system specification and verification. The next section presents an overview of some of the major concepts and techniques that have been developed for formal specification of computer programs and systems.

1.3. Formal specifications

Much of the research concerned with formally describing the activity within computer systems has dealt with programming language specifications. There are essentially three basic approaches to describing the behavior specified by a piece of program text: axiomatic, denotational and
operational. Each approach may be applied to verifying the correctness of program text as well as serving as a pure descriptive vehicle.

Axiomatic specifications capture the effect of executing a program by comparing properties of the system state before and after execution. The paradigm "if assertion $A$ is true before program text $P$ is executed, then assertion $B$ is true after $P$ is executed" describes the meaning of program text $P$. Special rules of inference are set up to describe the meanings of various combinations of program texts in terms of their components' meanings; these rules incorporate the basic semantic properties of constructs such as iteration and conditionals. This approach became known through the work of Floyd [Floyd, 1967] and Hoare [Hoare, 1969] in which it was used to prove correctness of simple flowchart-like programs that manipulated integers. The assertions they used related values of program variables. There has been a substantial amount of more recent research in axiomatic specifications. Dijkstra [Dijkstra, 1976] has built up an entire methodology of programming around the ideas of axiomatic specification. Owicki and Gries [Owicki, 1976] extended Hoare's techniques to parallel programs; their assertions made use of auxiliary state variables to keep track of interprocess coordination. Greif [Greif, 1975] took a different approach to parallel programs, using a partial time-ordering on events to express coordination properties.

Denotational specifications capture the effect of a program by viewing the objects they model as abstract mathematical entities. This approach provides a formal mathematical description of the computational notions being treated. An early denotational approach to specifications for
programming languages was the application of a mathematical formalism known as lambda calculus towards describing the semantics of Algol 60 programs [Landin, 1965]. The best known work in denotational specifications has followed from the research of Scott and Strachey [Scott and Strachey, 1971]. Mathematical results from lattice theory are used in the construction of complex domains over which programs are represented as functions. Programs are proved equivalent by showing that their functions coincide. A tutorial presentation of the Scott-Strachey approach is given in [Tennent, 1976].

Operational specifications deal with the changing states within computer systems as computations are performed. This is done by means of a state-transition model in which a state represents information present in the system at a given moment in time. The action of a program is captured by the sequence of transitions of the model. The sequence of states the model passes through as a program is executed defines the action of an interpreter for the program. The idea of using such an interpreter to define the meaning of programs in some language originated with McCarthy [McCarthy, 1962]. A well-known approach to operational specifications is the Vienna Definition Language (VDL) described in [Wegner, 1972b], which uses an interpreter that manipulates tree-structured system states. Dennis' Common Base Language [Dennis, 1971] is similar, dealing with more general directed graphs in place of trees. Another approach to operational specifications is due to Parnas [Parnas, 1972]. This approach distinguishes two kinds of operations: those that yield state information, and those that alter the state of the system. Parnas applied his approach to operations on abstract data in programming
languages; this was extended to the domain of systems in [Robinson, 1974]. Verification is achieved within an operational framework by proving that the behavior of the interpreter in question is equivalent to the behavior of one that is known to perform the desired function. The ideas underlying verification by interpreter equivalence were developed by Milner [Milner, 1971] and are also presented in [Wagner, 1972a].

Although hardware specification has not received as much attention as software specification, there has been a substantial amount of study of computer hardware description languages (CHDL's). The approaches taken towards hardware specification have been almost entirely operational. The language APL, before it was ever implemented as a programming language, was used as a hardware description language to specify the operation of IBM/360 computers [Falkoff, 1964]. Another CHDL, called ISP, was developed by Bell and Newell [Bell and Newell, 1971] to describe the operation of a large number of different computers. Both of these CHDL's describe their target systems at the instruction set level, treating machine words as a basic data type with operations for byte extraction and bitwise arithmetic and logical functions. On the other hand, the language EMS, which was also developed by Bell and Newell [Bell and Newell, 1971], describes the structure of computer systems in terms of their component processors, memories, controllers and I/O devices. This is an example of a CHDL describing systems from a higher-level conceptual point of view. DDL [Dietmeyer, 1974] is an example of a lower-level CHDL that defines the behavior of elements such as multipliers by specifying them as interconnections of basic logic gates.
Most of the CHDL's have been developed with two particular goals in mind: automated system design, and system testing by means of simulation. However, the microprogram certification project at IBM has developed an approach to hardware system specification that is directed towards formal verification of system design [Birman, 1974]. For both the instruction execution level and the microprogram level, a VDL-style interpreter is used to supply formal specifications. These two interpreters are then proved equivalent in exactly the same way that correctness is proved in operational specifications for programming languages as described above. The proof techniques for this approach are additionally described in [Leeman, 1975; Leeman, 1977]. Rumbaugh takes a similar approach to the IBM group in proving the correctness of a data flow processor [Rumbaugh, 1975]. He shows that an interpreter for his machine is equivalent to one that models the operations in a data flow language.

1.4. The approach to be presented

The research in specifications that has been reviewed here cannot be directly applied to the task of formally describing and verifying packet systems. The principal reason for this is that conventional techniques are not equipped to handle the asynchronous operation of packet systems. The concurrency in packet systems makes it difficult to verify their correctness; in order to establish some property of a packet system, it must be shown true for all possible sequencings of packet transmissions and receptions within the system. Most existing techniques for formal specifications do not lend themselves to this kind of task. Moreover, the notion of sequencing of
actions, which is fundamental to nearly all the approaches that have been
taken towards formal specifications, is not present in the context of packet
systems.

There is a descriptive formalism, Petri nets, that has been developed
specifically for specifying asynchronous behavior within systems. Petri nets
[Peterson, 1977] are directed graphs in which markers called tokens pass
along the arcs and through the vertices to model the occurrence of various
events. Although they have received much attention in this regard
[Patil, 1970; Hack, 1976], they cannot be directly applied to verifying packet
systems. Petri nets convey only causal information for use in coordinating
concurrent activities; the nature of these activities is left uninterpreted. In
particular, they do not treat data values that are passed within packet
systems. Also, although many mathematical properties have been established
for Petri nets, no methodology has been developed for applying them to
system verification. Most of their practical applications have been in
connection with simulating asynchronous behavior rather than proving
properties of systems. For these reasons, Petri nets do not seem to meet the
goals of specification and verification of packet systems.

Within a packet system, the modules receive and process input
packets, generate new packets for output and send them out, all
asynchronously and in parallel. The kind of approach that seems most suited
to specifying this kind of behavior is basically operational in nature. The
state of a packet system describes which packets have been passed between
which modules (and may also convey any coordination information relevant to
the correct operation of the system). However, unlike conventional operational models, the transitions between states need to be governed not by an externally supplied sequence of instructions to be processed by the system, but rather by the presence or absence of packets as needed for processing. This means that an operational model for a packet system must take into account the many possible sequences of execution that could arise from the flow of packets.

Describing the internal operation of packet systems is not sufficient by itself for verification purposes. There must also be a method for specifying the logical function a system is expected to perform. This function concerns the system's input/output behavior as seen by the outside world in terms of packets received and sent out. Of the three kinds of approaches to specifications as discussed in the previous section, a denotational approach seems best suited for our needs because it can be easily tailored to describe sequences of packets that have been passed between various modules. Because of this flexibility, a denotational approach will also interface nicely with the hierarchical structuring of packet systems. Thus, we shall be working with two kinds of specifications for packet systems: operational specifications to describe the internal operation, and denotational specifications to describe their behavior in relation to the outside world. Verification of correctness for a packet system will be demonstrated by proving that these two sets of specifications for the system agree with each other.

A recent research effort is specifically directed towards formally describing the structure and behavior of packet communication systems. The
descriptions are expressed in a formalism called ADL (Architecture Description Language), which is introduced in [Leng, 1977]. There are two ways in which a system may be described in ADL: structurally and behaviorally. A structural description characterizes how the system is formed as an interconnection of modules. A behavioural description is an operational characterization of the system's interaction with the outside world, describing reception, processing and transmission of individual packets. The notation used here is similar to the programming language Pascal [Wirth, 1971], and the underlying semantics are also based on the principles of data flow. As a first approach to placing packet systems on a formal foundation, ADL is both helpful and illuminating. However, the concept of specifying the internal operation of a packet system has not been developed within the ADL framework. This idea, which has not been studied previously, is crucial for verifying the correctness of systems in a hierarchical and modular fashion. The development of this concept is the most significant contribution of our research. The denotational approach to be used in our treatment for specifying the function of systems turns out to be more convenient to use than the operational approach found in ADL.

The body of this thesis consists of four chapters. Chapter 2 describes the basic properties of packet systems in more detail. The notion of correctness is defined, and a formalism for describing the structural composition of packet systems is also presented. Chapter 3 presents the denotational part of the packet system specifications. The behavior of a packet system or module is formally defined as a relation between the packets it receives as input and the corresponding packets sent out in response.
Chapter 4 motivates and defines the central concepts of the research, giving an operational characterization of the actions that take place within a packet system. Chapter 5 shows how the specification model developed in the two preceding chapters may be applied to the task of verifying correctness of packet systems. Three sample systems are proven correct, and a theorem is presented to show how the model may be simplified in certain cases.
CHAPTER 2: PACKET SYSTEMS AND THEIR STRUCTURE

2.1. Overview

In this chapter the concepts of packet communication architecture will be elucidated in detail. We shall clarify the notion of a packet system and develop a means for formally describing the structural composition of such a system. We will also informally introduce the concept of correctness for packet systems. The machinery needed to formally define and prove correctness will be developed in Chapters 3 and 4.

Packet communication architecture is a discipline dealing with a special class of systems known as packet systems. Packet systems are composed of independently functioning units, known as modules, which interact only by passing information to each other. The information is passed in the form of units called packets. There is no centralized facility for coordinating the action of the modules. Data processing and communication within packet systems are asynchronous, and the various modules operate concurrently.

In a packet system, the various modules are interconnected through one-way data paths known as channels. A channel connects two modules in a specified direction and is used to pass data from the first module to the second. Channels leading into a module are called input channels for the module, and channels leading out are called output channels. A packet system has its own set of input and output channels connecting it to the outside
world. The other ends of these channels are never explicitly designated.

The structure of a packet system is determined by the way it is composed from modules and channels, and always remains fixed for a particular system. Modules and channels within a system are uniquely named. Figure 2.1-1 depicts a packet system DAS composed from three modules D, A and S. There is one system input channel X and two system output channels Y and Z. The internal channel U connects module D to module A, and channel V connects module D to module S.

![Figure 2.1-1: A sample packet system DAS.](image)

All data treated by a packet system appear in the form of packets, which are passed along the various channels of the system. Each packet carries a value of some type. The modules in a packet system all have the same basic principle of operation: a module receives packets on its input channels, processes them internally and generates packets to be sent out on its output channels. This principle applies to entire packet systems just as it does to their individual component modules. Packet systems are data-driven in the sense that the progress of a computation in a packet system is
determined by the passage of packets through the system.

There are two ingredients which together determine the behavior of a packet system: its structure and the behavior of its modules. Thus, for instance, in order to describe how the system DAS acts, one must first decide what the modules D, A and S do. We now describe the behavior of these three modules.

All three modules receive and pass integer-valued packets. Module A, upon receiving a packet from its input channel \( U \), adds one to the value and sends out the incremented value as a packet on its output channel \( Y \). Module S behaves identically except for subtracting one instead of adding. Module D duplicates the packets it receives on \( X \), sending out identical copies on \( U \) and \( V \).

Given these descriptions, it is not hard to figure out how system DAS acts. Any packet input from \( X \) is copied onto internal channels \( U \) and \( V \). The packet passed on \( U \) will be incremented and sent out on \( Y \); the packet passed on \( V \) will be decremented and sent out on \( Z \). Thus each packet received by DAS causes two packets to be generated: a packet with value one greater on \( Y \) and a packet with value one less on \( Z \).

It may occur to some readers here that these characterizations are incomplete. There is ambiguity in describing what happens when several packets are to be processed in sequence: in what order are resulting packets generated and passed? In our example we can resolve such questions by stipulating that the relative order of packets on a channel is always preserved. Precise methods for dealing with questions of this nature will be described in
the next chapter.

2.2. A closer look at packet systems

In this section the workings of packet systems will be examined in greater detail. The first thing we discuss is one of the fundamental properties they satisfy: the internal resources of a packet module or packet system may be allocated and utilized in any arbitrary manner as long as the specified operations will be performed correctly. Consider, for example, the system DAS from the previous section when it is in a state depicted in figure 2.2-1. An input packet with value 2 has been received on the X channel and processed by the D module, leaving copies of the packet on channels U and V. Another packet with value 5 is still waiting on channel X to be processed by the system.

![Diagram of DAS](image)

*Figure 2.2-1: A sample state of system DAS.*

There are three actions that should now be performed within the system: (1) module A absorbing and processing the packet on channel U; (2) module S processing the packet on V; and (3) system DAS accepting the packet from
channel X and initiating its processing in module D. The crucial property of packet systems exhibited here is that these three actions may be performed in any order, serially or concurrently, and the correct operation of system DAS will be completely independent of whatever particular order is chosen. It is this property that makes the behavior of packet systems genuinely asynchronous.

We can gain a better understanding of the action of packet systems by taking a more detailed view of the operation of their component modules. When a module receives a packet from one of its input channels, it begins to process the packet internally. Sometimes the only effect of the packet's absorption is that the module's internal state may change. In general, though, the module's semantics may require that it generate one or more packets to be sent out on its output channels in reply to the packet received. The sequences of packets generated by a module in reply to a packet received are said to be the module's response to that packet. It is important to note that a module's response to a particular packet may depend on previous packets input as well as the designated one. There may be an arbitrary finite delay between the time a module receives a packet and the time the module generates and sends out its response to that packet. The fact that packet modules and systems must be able to tolerate such delays is an essential consequence of their asynchronous operation.

There is a special protocol that must be fulfilled in packet systems for the transmission and receipt of packets through the various modules and channels. Suppose a channel C connects module M1 to module M2, as
illustrated here:

![Diagram](M1-C-M2)

**Figure 2.2-2**: A channel in a packet system.

It is desirable for module M1 to have some way of knowing when it has successfully sent a packet out on channel C. The convention that has been adopted is that when a packet sent on C from M1 is received by module M2, M2 will send a signal to M1 on channel C in the reverse direction to indicate that it now has the packet safely in hand. Such a signal is known as an **acknowledge signal**. It is not until M1 receives an acknowledge signal for a particular packet that it knows it is done with the process of generating and sending that packet. Thus, from the point of view of module M1, there are three discrete steps in the transmission of a packet: generation, sending, and receipt of acknowledgment. It should be noted that module M2 cannot generate output to packets it receives from channel C until it has sent back on C an acknowledge signal for those packets. There is a caveat with regard to acknowledge signals: although they are sent in response to every packet transmission in a packet system, we regard them as part of the hardware and not available to be manipulated by system designers.

The channels in a packet system are assumed to have certain special characteristics as transmission media. The first, and simplest, is that any time a packet is sent out on a channel, it will eventually be received at the other end. A packet generated to be sent out from some module in a packet system
can never be called back. This means that whenever a module generates a packet to be sent out, it will receive an acknowledge signal for the packet within some finite span of time. It is assumed that the channels never "break" and that acknowledge signals will always be received by the appropriate modules. Failure of mechanism, for the purposes of verification, invalidates the entire system function. The issues of fault tolerance in systems are beyond the scope of this research. Thus, packet communication architecture requires that every packet generated by some module must actually be sent out and acknowledged within some finite time interval. It should be noted that this requirement is a consideration of correctness rather than performance, because packet systems are message-dependent.

A second important property of channels is that if a module receives a packet from one of its input channels, then that packet must have been sent out on that channel at some previous time. Thus, for example, module M2 may not receive a packet from channel C unless module M1 had already sent that packet out on C. Another way of stating this property is that no channel may generate spurious packets of its own.

A third characteristic of channels is that they act as FIFO queues, which means that if the module M1 above sends a packet x out on channel C and then sends another packet y out on C at a later time, then M2 must receive and acknowledge x before y. We make the further assumption that the channels have unlimited buffering capacity, which means that there is no limit to the number of packets that can be on the channel C at any given moment of time and be awaiting receipt by the "target" module M2.
Physically speaking, this assumption is not realizable in general, because no real device can have infinite capacity, let alone a high-speed transmission medium. However, if we assume the unbounded buffering, then we rule out the possibility of system deadlock caused by packets piling up in certain channels and inhibiting further packet output into those channels. Unbounded buffering is therefore a convenient assumption to make.

Finally, we shall assume that for each channel in a packet system there is a designated set (type) of packets that may be passed on the channel. For example, one channel may carry only integer packets, while another channel may accept only packets that consist of an employee name together with a corresponding identification number.

There is an extremely important property of packet systems which we will be treating, namely nondeterminacy. A module or system is said to be nondeterminate if its semantics allow two or more distinct possible responses to a given packet input. A simple example of a nondeterminate module is one that models the toss of a coin. It has one input channel and one output channel, and its response to any packet received will be a single packet with either the value "heads" or the value "tails." The choice is arbitrary and independent of the input packet. Nondeterminate modules and systems are very difficult to work with because the multiplicity of possible results is cumbersome to model mathematically. We will explicitly allow for nondeterminate modules and systems in our treatment.

A certain class of nondeterminate system behavior will be of particular interest because it arises frequently in the design of packet systems.
This kind of behavior concerns the relative order of packets sent out on a channel. Consider a system in which the task of generating and sending out packets in response to inputs taken from a specific channel is relatively complicated or time-consuming. One would naturally wish to allow the processing of distinct inputs to proceed concurrently if possible. But then it may turn out that responses to a recent input will be ready to be sent out before responses to inputs received earlier. Moreover, it cannot be determined in advance whether or not such "cutting ahead" behavior will actually occur. It is possible to impose a synchronization discipline that will force the outputs into a desired order, but in doing so all the advantages of asynchronous processing of different inputs are lost. Thus, if the system application and design can tolerate "cutting ahead," it is wise to allow it. In general, then, providing for nondeterministic behavior that involves different alternative orderings of generated output packets should often in practice become an attractive design goal for packet communication architecture.

2.3. Correctness

The notion of correctness for packet systems bears a close relationship to the ways the issues of system structuring and composition are treated within the framework of packet communication architecture. At a very intuitive level, a system is correct if it satisfies certain conditions laid out for it in advance. For packet systems, these conditions take the form of behavioral specifications. As we mentioned in the preceding chapter, a packet system's behavior is observable by the way it responds to its inputs. More precisely, the behavior is a relationship between inputs received and outputs
generated in response to those inputs. A packet system, therefore, is correct if this relation satisfies a given set of specifications. The nature of such specifications will be discussed in detail in subsequent sections.

It is important to note that one cannot prove correctness of a system without some knowledge of its internal workings. If a system is viewed as a "black box" (figure 2.3-1),

![Figure 2.3-1: "Black box" view of a packet system.](image)

then the only things that can be seen are packets entering and leaving. There is simply not enough information available to determine whether or not a system is behaving correctly. Since modules operate asynchronously and with arbitrary finite delays, one cannot tell if additional output packets are forthcoming. For example, suppose a system has already sent out all the packets it should transmit in response to some particular input. The module only appears to be behaving correctly, since there is no guarantee that an invalid packet will be unexpectedly sent out later. Even if this were determinable, observation alone could never suffice to decide whether the system would respond correctly in all situations. The only way to tie down
the notion of correctness for a particular packet system, therefore, is to open
the system up and look inside:

![Diagram](image)

Figure 2.3-2: Internal view of the same packet system.

If we view the system as being realized in terms of its component modules,
then the following fundamental correctness principle becomes evident:

*A packet system is correct if its given structural
decomposition satisfies the behavioral specifications for
the system whenever the component modules satisfy
their own respective behavioral specifications.*

The notion of a system's decomposition satisfying a set of specifications is not
yet formally defined; it will be treated in detail in Chapter 4. The notion of
a module satisfying specifications is simply that of a physical device acting as
intended. The above correctness principle defines only a relative nature of
system correctness. An obvious question that arises is how to establish the
correctness of the modules in order to show the system correct. We already
have the answer to this question: just as with the system itself, correctness
of the component modules can be established only in terms of their own
respective internal structures.

A significant ramification of this approach is that packet systems and modules are really two different views of the same thing: a module is revealed to be a system when one examines its internal structure, and ignoring the composition of a packet system is just the same as regarding it as a module. There is an underlying source for this conceptual unity, which is that packet communication architecture supports the hierarchical structuring and composition of systems. Packet systems can (and should) be designed so that there are distinct and well-structured levels of decomposition, each level consisting of systems built up from simpler modules. In this sense, our fundamental correctness principle for packet systems supports a top-down verification methodology in which correctness proofs are broken down level by level into their natural logical and conceptual constituents. Logically distinct lines of argument are isolated so that they cannot interfere with one another. Thus the notion of modular and hierarchical system structure is carried through in the approaches we take to correctness and verification.

It may seem for a moment that there is a potential infinite regress in working with smaller and smaller modules within modules, but this can never arise. There is always a well-defined bottom level to the hierarchy in which the modules are regarded as implementing primitive operations such as adding and gating. At this point, correctness has been reduced to the way the primitive functions are defined.

Our approach to correctness and verification of packet systems allows a system to be viewed in two different ways: 'internally', in terms of
its structural composition from modules, and externally, by concealing the internal workings. The idea of distinguishing between internal and external views of systems is closely related to the notion of data abstractions in programming languages [Liskov and Zilles, 1974]. As we shall see in Chapter 3, it is fairly straightforward to construct behavioral specifications for a packet system viewed externally. However, in order to establish correctness of a system, we need to show that the external characterization agrees with the system's structure. It is a difficult task to formally describe the behavior of a system in terms of its internal composition. We shall address this task in Chapter 4.

2.4. Structural descriptions

The only means we have used so far to describe the structure of packet systems is through informal block diagrams. If any general assertions are to be made involving system composition, we will need a more precise vehicle for structural description. Such a technique is introduced in this section.

The structure of a packet system may be modeled in a very straightforward fashion by a directed graph in which nodes representing modules are connected by directed arcs representing channels. Figure 2.4-1 shows a sample packet system together with the directed graph that models it. Note that the directed graph has an extra node labeled "a". This gives explicit representation to the system's "outside world," which serves as both the source of system input channel X and the target of system output channel Y. The graph may look like just another stylized drawing of the system, but
Figure 2.4-1: A packet system and its directed graph.

It is a mathematical object of specific characteristics. Formally speaking, a directed graph is an ordered pair of the form \((N, A)\) in which \(N\) is the set of its nodes and \(A\) is the set of its arcs. Each arc in \(A\) is an ordered triple containing a source node, an arc name and a target node. An arc \(a \in A\) has the form \((a\text{.source}, a\text{.name}, a\text{.target})\). For example, the graph in figure 2.4-1 is the ordered pair

\[
\{(x, D, E, F), ((x, X, D), (D, P, E), (E, Q, F), (F, R, D), (E, Y, *)\}\}.
\]

It is easy to see that for each node \(n\) in the directed graph we can define the sets of arcs leading into and out of \(n\). These sets are given by

\[
\text{inputs}(n) = \{a \in A: a\text{.target} = n\} \quad \text{and} \quad \text{outputs}(n) = \{a \in A: a\text{.source} = n\}.
\]

The directed graph characterization thus mathematically specifies how the modules in a system are interconnected.

There are two additional properties of packet systems that can be incorporated into our formal structural descriptions. First, we can model the packet type restrictions for the channels by associating a type description with each channel. Second, we can specify packets initially present on the channels with an initial packet sequence for each channel. Both properties are handled easily in the directed graph model by adding extra fields to the
arcs.

The above mathematical model for packet system structure may be sugared into a structural description language. The description language we use here is patterned after the structural portion of ADL as presented in [Leung, 1977]. For the system we have been discussing in this section, if we assume that all channels carry only integer valued packets and that there is one packet with value zero initially present on channel \( R \), then the formal description of its structure may be represented as follows:

```
System SYS
  inputs X(integer)
  outputs Y(integer)
  internals P(integer), Q(integer), R(integer)
Submodules
  D inputs X, R; outputs P
  E inputs P; outputs Q, Y
  F inputs Q; outputs R
Initially R(0)
```

While descriptions of this form do not explicitly name the source and target modules for each channel, these are very easily determined since each internal channel in the system must appear exactly once in a submodule input list and exactly once in a submodule output list.

This section has presented structural specifications for packet systems. The next two chapters present a model for behavioral specifications.
CHAPTER 3: SPECIFICATIONS FOR PACKET MODULES

3.1. The slice relation approach

Because of the way a packet system is built up from component modules, the behavior of a system will be a function of its structure and the behavior of the modules in it. In this chapter we shall develop a method for formally specifying the behavior of packet modules. Specifications defined by this method will be called external specifications because they describe the behavior of packet modules without considering their internal structural composition.

A packet module has a fixed number of input channels on which it receives packets to be processed, and there are a fixed number of output channels on which it sends out packets in response to the inputs it has received. A formal behavioral specification for a module must be able to rigorously determine for each input exactly what is a valid output response. Because packet systems are in general nondeterministic, the potential multiplicity of valid output responses rules out a direct functional mapping. Instead, we shall supply external specifications for a module $M$ in the form of a relation $\text{EXT}_M$ that formally relates inputs to the semantically valid corresponding outputs. Such a relation will be called an external characteristic relation for the module $M$.

The most obvious approach is to use a relation from input packets to output packets, but this does not suffice in even the simplest case: consider a
module ID that "does nothing," that is, sends out its input packets untouched.

\[
\begin{array}{c}
X \rightarrow \text{ID} \rightarrow Y
\end{array}
\]

Figure 3.1-1: The identity module ID.

The identity relation \(EXT_ID\) on packets defined by the equation

\((p,q) \in EXT_ID\) if and only if \(p = q\)

does not completely describe the behavior of the module ID. If ID receives as input a packet with value 1 followed by a packet with value 2, there are two different possible responses: ID can send out the 1 followed by the 2, or it can send out the 2 first and the 1 later. Thus a specification for the module must describe the sequencing of packets in order to completely capture its behavior. For example, if we intend for the module ID to preserve the relative order of the packets it receives, then its behavior would be correctly specified by the identity relation \(EXT_ID\) taken over the domain of sequences of packets rather than individual packets. Such sequences are required in general to describe the behavior of a module when it depends on a memory of previous packets received in order to decide how to respond to a given packet. We therefore need to develop some mathematical machinery for manipulating sequences of packets. We will use the term stream to denote a sequence of packets. The mathematics of streams will be discussed in the next section.

In general, the behavior of a module is specified by a binary relation that relates presented inputs to valid output responses. For the module ID, we see that presented input may be correctly modeled by a stream.
of packets passed on the input channel \( X \). For a module with an arbitrary number of input channels, in order to model presented input we need a separate packet stream for each input channel. We therefore define an input slice for a module \( M \) to be a collection of streams, one for each input channel of \( M \). Similarly, an output slice has as its components one stream for each output channel. Thus the formal specifications for a module \( M \) will consist of a binary relation between input slices and output slices. This relation is called the characteristic relation for \( M \). We reserve the notation \( \text{EXT}_M \) from now on to denote the characteristic relation for a module \( M \). The slice relation approach to module specifications is not original, and a corresponding definition may be found in [Dennis, 1972a].

As an example, an input slice for the module \( J \) shown below is a pair \( (u, v) \) in which \( u \) and \( v \) are packet streams for channels \( U \) and \( V \), respectively; an output slice for \( J \) has the form \( (z) \), where \( z \) is a packet stream over \( Z \).

\[
\begin{array}{c}
\text{U} \\
\text{V} \\
\hline
\text{J} \\
\hline
\text{Z}
\end{array}
\]

Thus the characteristic relation \( \text{EXT}_J \) for \( J \) will have elements of the form \( ((u, v), (z)) \).

Slices distinguish the time ordering between packets passed on each individual channel but not between packets on different channels. It may seem that crucial behavioral information is lost by not imposing a total ordering on all packet transmissions into and out of a module, but this turns
out not to be the case. If a packet $p_1$ is sent out on a channel $C_1$ in some packet system before packet $p_2$ is sent out on channel $C_2$, there is no guarantee that $p_1$ will arrive ahead of $p_2$ in their race to their respective destinations. This is because asynchronous packet systems impose no constraints on transmission times along channels, allowing for different channels with different characteristics suited to their needs. Thus, the extra information obtained from interstream packet ordering is rendered useless by the properties of channels in a packet communication system. The use of slices in our model, then, provides exactly the information needed for proper behavioral specifications.

3.2. Streams and their operations

In this section the basic definitions, operations and mathematical properties of streams are laid out in detail. Because of the technical nature of the material, an index to the notations and technical terms is provided in an Appendix.

For any arbitrary packet module, we take as given for each of its input and output channels a well-defined space (set) of packet values that may be passed along that channel. The space, which we call a channel space for the channel, is identified with the channel and shares the same name. Similarly, elements of a channel space are identified with packets passed on the channel.

We will define a stream to be a sequence of packets passed on a particular channel. Individual packets in a stream are referred to by
expressions of the form \( Z[i] \). A stream \( Z \) will be denoted by an expression of the form \((Z[1], Z[2], \ldots)\). Streams may be finite or (countably) infinite. The size of a stream \( Z \), written \( \#Z \), is the number of packets in it. Two streams are equal if they have the same size and corresponding packets in them are equal. This means that a stream is uniquely determined by its size and by its elements and their ordering. The space of streams for a channel \( Z \) is denoted by \( Z^\omega \). Formally, we have:

**Definition:** A set \( S \) of natural numbers is said to be an initial segment of the natural numbers iff for any \( i \in S \), \( j \leq i \) implies \( j \in S \).

**Definition:** A stream over a space \( Z \) is a function mapping some initial segment of the natural numbers into \( Z \). The space of all streams over \( Z \) is denoted by \( Z^\omega \).

**Definition:** The empty stream over a space \( Z \), denoted by \( \varepsilon \) or by \( \langle \rangle \), is the unique stream over \( Z \) having empty domain and no elements.

**Definition:** If \( i \) is in the domain of a stream \( Z \), we define the \( i \)-th element of \( Z \), denoted \( Z[i] \), to be the image of \( i \) under \( Z \).

Observe that \( Z[i] \) is undefined if \( i \) is not in the domain of \( Z \), and that if \( Z[i] \) is defined then \( Z[j] \) is defined for all \( j \leq i \).

**Definition:** For any stream \( Z \), the size of \( Z \), denoted \( \#Z \), is the number of elements in the domain of \( Z \). If the domain of \( Z \) is infinite, then we say \( \#Z = \infty \).

Note that \( Z[i] \) is defined if and only if \( 1 \leq i \leq \#Z \). In particular, \( Z[i] \) is defined for all natural numbers if and only if \( \#Z = \infty \).

**Definition:** Two streams \( Z \) and \( Z' \) are said to be equal, written \( Z = Z' \), iff \( \#Z = \#Z' \) and \( Z[i] = Z'[i] \) for all \( i \leq \#Z \).
In our treatment, we shall regard the token "=" as a distinguished
natural number whose arithmetic properties are defined in an obvious manner,
such as \( i = 0 \) and \( i + 1 = i \) for all natural numbers \( i \). The value \( \omega \) may
or may not be counted in the range of natural number quantifiers; this
depends on context. Because all streams are countable, an expression such as
\( z[\omega] \) has no meaning, even when \( z \) is an infinite stream.

An important relation over streams is the prefix relation. Stream \( z \)
is a prefix of stream \( z' \) whenever \( z \) "occurs" at the beginning of \( z' \), as shown
below:

\[
\begin{array}{c}
\text{z} \\
\hline
\text{z'}
\end{array}
\]

In such a case, the stream difference \( z' \setminus z \) shall be the portion of \( z' \)
occuring after the prefix \( z \).

For any stream \( z \), we use the special notation \( z[k;m] \) to denote the
segment of \( z \) consisting of the \( k \)-th through \( m \)-th elements of \( z \) in order.
\( z[k;m] \) is a stream of size \( m-k+1 \), and we allow the special case of an infinite
stream when \( m = \infty \). If \( k > m \), then \( z[k;m] \) is the empty stream. As a special
case, whenever \( k \leq \omega \), \( z[1:k] \) is the unique prefix of \( z \) of length \( k \). This
means that \( z[1:k][i] = z[i] \) for each \( i \leq k \).

Given streams \( z_1 \) and \( z_2 \), we can form their concatenation \( z_1 \circ z_2 \),
which is a stream consisting of the packets in \( z_1 \) followed by the packets in
\( z_2 \). The formal definitions now follow:
Definition: Given two streams \( z, z' \) over the space \( Z \), we say \( z \) is a prefix of \( z' \), denoted \( z \) \( \text{PREFIX} \) \( z' \), if and only if

\[
\begin{align*}
(1) & \quad \#z \leq \#z' \quad \text{and} \\
(2) & \quad 1 \leq \#z \Rightarrow z'[i] = z[i].
\end{align*}
\]

Definition: For any stream \( z \), if \( k \leq m \leq \#z \), then \( z[k:m] \) is the unique stream of size \( m-k+1 \) such that \( z[k:m][i] = z[k+i-1] \) for each \( i \) in its domain.

Definition: Given streams \( z \) and \( z' \) for which \( z \) \( \text{PREFIX} \) \( z' \), we define the difference \( z' - z \) by \( z' - z = z'[1+\#z:\#z'] \).

Definition: For any two streams \( z_1 \) and \( z_2 \) over the same space \( Z \), their concatenation \( z_1 \circ z_2 \) is the unique stream \( z \) of size \( \#z_1 + \#z_2 \) satisfying

\[
z[i] = (\text{if } i \leq \#z_1 \text{ then } z_1[i] \text{ else } z_2[i-\#z_1]).
\]

There are two stream operations we will use which count and find particular packets in a stream: \( \text{count}(p, Z) \) is the number of packets in \( Z \) equal to packet \( p \), and \( \text{index}(p, Z, j) \) is the position in \( Z \) of the \( j \)-th occurrence of packet \( p \). They are defined by:

Definition: \( \text{count}(p, Z) = \text{card}\{1 \leq \#z: z[i] = p\} \).

Definition: \( \text{index}(p, Z, j) = (\text{if } \exists i \leq \#z: z[i] = p \text{ and } \text{count}(p[1:i-1], Z) = j-1 \text{ then } i \text{ else undefined}). \)

This is well-defined since if such \( i \) exists, then it is uniquely determined.

Two more important relations over streams are the subsequence and merge relations. A stream \( Z_1 \) is a subsequence of stream \( Z_2 \) if the elements of \( Z_1 \) occur in the same relative order within \( Z_2 \). They do not have to occur contiguously. A stream \( z \) is a merge of streams \( Z_1 \) and \( Z_2 \) if and only if \( Z_1 \) and \( Z_2 \) occur in \( Z \) as disjoint subsequences and together exhaust \( Z \). All merges of \( Z_1 \) and \( Z_2 \) are of length \( \#Z_1 + \#Z_2 \). The formal definitions are:
Definition: Given two streams \( z_1 \) and \( z_2 \) over the space \( Z \), we say \( z_1 \) is a subsequence of \( z_2 \), denoted \( z_1 \ SUBSEQ \ z_2 \), if and only if there exists a function \( f \) that maps the domain of \( z_1 \) into the domain of \( z_2 \) such that

\[
\begin{align*}
(1) & \quad k_1 < k_2 \Rightarrow f(k_1) < f(k_2) \quad \text{and} \\
(2) & \quad \text{for each } k \leq k_2, \quad z_1[k] = z_2[f(k)].
\end{align*}
\]

A function \( f \) satisfying properties (1) and (2) will be called an insertion. Any subset \( S \) of the domain of a stream \( z \) defines a unique subsequence of \( z \) which is formed simply by arranging the elements of \( z \) indexed by \( S \) in increasing order.

Definition: Given three streams \( z, z_1, z_2 \) over a common space \( Z \), we say \( z \) is a merge of \( z_1 \) and \( z_2 \) if and only if the domain of \( z \) can be partitioned into two disjoint subsets, one defining \( z_1 \) as a subsequence of \( z \) and the other defining \( z_2 \) as a subsequence of \( z \).

This concludes the presentation of the fundamentals of streams.

3.3. Examples

In this section we exhibit some elementary packet modules with their specifications. The first module we describe is the distribute module \( D \) (figure 3.3-1).

![Figure 3.3-1: The distribute module D.](image)

Input slices for \( D \) belong to \( S^\omega \) (streams over \( S \)) and output slices belong to \( R^\omega \times Y^\omega \) (pairs of streams over \( R \) and \( Y \), respectively). This gives us the space for the characteristic relation \( \text{EXT}_0 \subseteq (S^\omega) \times (R^\omega \times Y^\omega) \). Within a packet
system, module D has the general function of distributing packets through the
system to places where they need to be routed. There are no restrictions on
the type of packets that may be passed through D. The behavior of module D
is to pass unchanged copies of input packets from S onto both output channels
Y and R. The response of D to an input stream s is the generation of two
output streams r and y identical to s. As with all the modules we describe
here, this works for infinite streams as well as finite streams. Thus the
behavior of D is defined by

\[(s, (r, y)) \in \text{EXT}_D \iff r = y = s.\]

We give a couple of examples of the behavior of D, showing input streams s
together with valid responses r and y:

\[s = (8, 1, 6, 4), \ r = (8, 1, 6, 4), \ y = (8, 1, 6, 4);\]
\[s = (1, 2, 3, \ldots), \ r = (1, 2, 3, \ldots), \ y = (1, 2, 3, \ldots).\]

The negation module N (figure 3.3-2) processes boolean-valued
packets, sending out for each input value b a packet whose value is the
logical negation \(\text{not}(b)\).

\[X \quad \boxed{\text{N}} \quad Y\]

Figure 3.3-2: The negation module N.

An output stream y will be a termwise negation of the corresponding input
stream x. Formally, \(\text{EXT}_N \subseteq (X^*) \times (Y^*)\) and

\[(x, (y)) \in \text{EXT}_N \iff \#y = \#x \text{ and } y[i] = \text{not}(x[i]) \forall i \leq \#y.\]

An example of the behavior of module N is:
\[ x = (\text{true}, \text{false}, \text{true}, \text{true}, \text{false}), \quad y = (\text{false}, \text{true}, \text{false}, \text{false}, \text{true}). \]

The adder module A (figure 3.3-3) pairs up integer-valued packets in corresponding positions in its input streams \( x \) and \( r \), adds the pairs and sends the sums out as a stream on \( S \).

![Figure 3.3-3: The adder module A.](image)

If one input stream is longer than the other, the extra packets absorbed from the longer input stream are not reflected in the output response. This is specified by \( \text{EXT}_A \subseteq ((X^* \times R^*) \times (S^*)) \) and

\[ ((x,r), (s)) \in \text{EXT}_A \iff s = \min(s_x, s_r) \quad \text{and} \quad s[1] = x[1] + r[1] \quad \forall t \leq \theta. \]

As examples, we have:

\[ x = (8,1,-6), \quad r = (3,-5,6), \quad s = (11,-4,0); \]
\[ x = (4,-9,0,-10), \quad r = (), \quad s = (); \]
\[ x = (1,3,5,...,21-1,...), \quad r = (2,4,6,...,21,...), \quad s = (3,7,11,...,4t-1,...). \]

A slightly more complicated module is the cumulative adder module C (figure 3.3-4) for which each packet generated for output on \( Y \) is the sum of all packets received on \( X \) so far.

![Figure 3.3-4: The cumulative adder module C.](image)

We specify the behavior by \( \text{EXT}_C \subseteq ((X^*) \times (Y^*)) \) and
\((x), (y) \in \text{EXT}_C \iff \#y = \#x \text{ and } y[1] = \sum_{j=1}^{\#x} x[j] \forall 1 \leq \#y.\)

As examples of the action of \(C\), we have:
\[
\begin{align*}
  x &= (4, 2, -1, 0, -6, 3), \quad y = (4, 6, 5, 5, -1, 2); \\
  x &= (\epsilon), \quad y = (\epsilon); \\
  x &= (1, 3, 5, 7, \ldots, 2^{1-1}, \ldots), \quad y = (1, 4, 9, 16, \ldots, t^2, \ldots).
\end{align*}
\]

One of the modules we will be discussing later on is the feedback modified first module \(F\) (figure 3.3-5), which handles integer packets.

\[\begin{array}{c}
  U \\
  \downarrow \\
  F \\
  \downarrow \\
  V \\
  \rightarrow Y
\end{array}\]

Figure 3.3-5: The feedback-modified first module \(F\).

Packets input from \(U\) are copied directly onto output channel \(Y\). In addition, the value of the first packet input from \(U\) (if there is any) is suitably modified and the resulting value is output as a packet on \(V\). For the purposes of this example, we shall say that the first packet value is modified by adding the number four to it. The behavior of \(F\) is specified by \(\text{EXT}_F \subseteq ((U^*) \times (V^* \times Y^*))\) and
\[
((u), (v, y)) \in \text{EXT}_F \iff y = u \text{ and } \#v = \min(1, \#u) \text{ and } v[1] = u[1] + 4 \forall 1 \leq \#v.
\]

As examples, we have:
\[
\begin{align*}
  u &= \epsilon, \quad v = \epsilon, \quad y = \epsilon \text{ (empty streams)}; \\
  u &= (1, 2, 3), \quad v = (5), \quad y = (1, 2, 3).
\end{align*}
\]

A module with an interesting logical function is the true gate \(T\) (figure 3.3-6), which pairs up integer data inputs from channel \(X\) with
boolean control inputs from channel C. If the control signal value is true, the corresponding data input from X is passed out on Z. If the control signal is false, the data packet is discarded. Thus the control signal stream C filters out specified elements of the data stream X. C must carry boolean packets, and X and Z may pass packets of any type as long as they agree.

\[ C \rightarrow T \rightarrow X \rightarrow Z \]

Figure 3.3-4: The true gate T.

The behavior of T is specified by \( \text{EXT}_T \subseteq ((X^2 \times C^3) \times (Z^2)) \) and

\[ ((x,c), (z)) \in \text{EXT}_T \iff \exists \vartheta \in \text{count}(\text{true, c[1, \vartheta]}), \text{and } z[1] = x[\text{index}(\text{true, c, 1})] \forall 1 \leq \vartheta. \]

As examples, we have:

- \( x = (1, 2, 3, 4, 5), c = (\text{true, false, true, true, false}), z = (1, 3, 4); \)
- \( x = (6, 7), c = (\text{false, true, true}), z = (7); \)
- \( x = (8, 9, 10, 11), c = (\text{false, true, true}), z = (9, 10). \)

The above modules are all determinate, since for any input slice there is exactly one output slice that constitutes a valid response. Their behavior is therefore functional. Our specification technique may be applied to nondeterminate modules as well, as we now show.

The nondeterminate merge module J (fig. 3.3-7) sends out all the packets it receives from input channels U and V onto output channel Z. The relative ordering of packets on each of U and V is preserved, but the packets
coming from these two channels are arbitrarily interleaved on output. There is no restriction on the type of packets that may be passed through J.

\[ \begin{array}{c}
U \\
V
\end{array} \xrightarrow{J} \begin{array}{c} Z \\
\end{array} \]

Figure 3.3-7: The nondeterminate merge module J.

We may specify the behavior of J by \( \operatorname{EXT}_J \subseteq ((U^* \times V^*) \times (Z^*)) \) and \( ((u,v), (z)) \in \operatorname{EXT}_J \iff z \text{ is a merge of } u \text{ and } v, \)

where the notion of a merge of two streams was defined in the previous section to be a stream containing the two given streams as disjoint subsequences. The size of an output stream \( Z \) will always be the sum of the sizes of the corresponding input streams \( U \) and \( V \).

As an example of the behavior of J, if it is given as inputs the two streams \( U = (1,2) \) and \( V = (3,4) \), then there are six possible valid output responses: \( (1,2,3,4), (1,3,2,4), (1,3,4,2), (3,1,2,4), (3,1,4,2), \) and \( (3,4,1,2) \). The output response \( (1,4,2,3) \), however, is not valid, since the relative ordering of 3 before 4 in the input stream \( V \) has not been preserved on output.

In practice, a wide variety of nondeterminate behavior can be realized by constructing systems formed by interconnecting various determinate modules with instances of the module J. In this sense, the nondeterminate merge module J is often viewed as a canonical "source" of nondeterminacy in packet systems.
3.4. Evaluation

We have seen how the slice-relation approach to module specifications works for some simple cases. In this section we address the question of applicability of our method to more complicated modules.

The examples we presented treated only packets of elementary types (integer and boolean). One of the areas of flexibility in packet communication architecture is that systems may be easily designed to process packets which are arbitrarily complex data structures, such as personnel records. Data items in the various fields of a structure-valued packet may be processed concurrently in different internal sections of a system. Direct support for handling packets with arbitrarily complex structure is equally easy in our specification model. All that needs to be added are stream and packet operators for building and decomposing structures, and this is well understood and straightforward; structures are essentially labeled cartesian products of their components, and basic operations on structures have been found in programming languages for a long time.

The basic question to be discussed here is how effectively our specification techniques can model the functional capabilities of modules that are to be physically realized in hardware within packet systems. We claim that the slice-relation descriptive formalism has sufficient power of expression to model the behavior of any realizable packet module. There are several factors that substantiate this claim. Our technique allows the use of arbitrary mathematically defined functions and predicates on packet values and streams. Basic operations on packet values may be composed through the use of
conditional expressions and recursion on streams. This places at our disposal
the functional capabilities of the textual language used to model data flow
schemas in [Weng, 1976]. Thus, from the standpoint of Turing computability,
the slice-relation approach can model behavior of any desired complexity.
Moreover, a module's characteristic relation acts as a predicate that asks of an
output slice "is this a correct response to the presented input?" Thus,
external characteristic relations are the way our model mathematically
determines correctness of modules in packet systems.

The above arguments say nothing about the complexity of behavioral
descriptions in our model. It is an unfortunate fact that as processes one
wishes to model increase in complexity, the effort required to formally
specify them increases even more rapidly. Although this appears to be the
case with packet modules as well as with computer programs, it is hoped that
the hierarchical composition of packet systems can reduce the structural
complexity to be handled if not the functional complexity. Behavioral
specifications for the structural composition of packet modules into systems
are treated in the following chapter.
CHAPTER 4. SPECIFICATIONS FOR PACKET SYSTEMS

4.1. Internal specifications

The external specifications described in the previous chapter constitute a formal way of defining how a packet system is to interact with its outside world. The most important conceptual property here is that a system is correct whenever it satisfies its external specifications. As we mentioned earlier, correctness of a system cannot be established by outside observation alone; it is necessary to analyze the internal operation of a system in order to prove correctness.

Structurally speaking, a packet system consists of a collection of component modules interconnected by channels. The behavior of a system is determined by two things: its structure and the behavior of its component modules. A formal description of a system's behavior which is based entirely on these two ingredients will be called a set of internal specifications for the system because it expresses the system's action in terms of its internal composition.

In order to show a system is correct, two steps must be taken. First, one must produce a set of internal specifications for the system. These internal specifications then must be proved equivalent to the system's external specifications. The logical reasoning involved here is that the component modules are assumed to be correct from the beginning; this assumption is then used throughout the system correctness proof. If one wishes to demonstrate the correctness of a component module, it is decomposed structurally into its
own components; this module's correctness is verified in the exact same manner as the entire system. In this way the hierarchical system structuring provided in packet communication architecture supports hierarchical structuring of system verification.

To formally derive the internal specifications for a packet system, two pieces of information are needed: (1) a structural description of the system, and (2) the external specifications for each of its component modules. It is not necessary to examine the component modules internally, since they are assumed correct. The internal specifications will take the identical form as the external specifications, namely a binary relation between input slices and output slices.

At first glance, coming up with internal specifications for a packet system may appear to be a straightforward task. Consider, for example, the system $S_1$ shown in figure 4.1-1.

![Figure 4.1-1: System $S_1$ acts by functional composition](image)

Suppose that module $F$ applies a function $f$ to each packet value $x$ received on $X$, sending the resulting value $f(x)$ out as a packet on $Y$. If $F$ preserves packet ordering, its characteristic relation $\text{EXT}_F$ would contain all ordered pairs $((x), (y))$ for which $y$ is the stream obtained from stream $x$ by applying $f$ to
each packet of $x$ in sequence. In other words,

$$((x), (y)) \in \text{EXT}_f \iff \#y = \#x \text{ and } y[1] = f(x[1]) \forall i \leq \#y.$$ 

If module $G$ applies a function $g$ in the same manner, i.e.

$$((y), (z)) \in \text{EXT}_g \iff \#z = \#y \text{ and } z[1] = g(y[1]) \forall i \leq \#z,$$

then it is easy to see that for each packet entering the system $S_1$, first $f$ and then $g$ is applied. The behavior of $S_1$, then, is the functional composition of modules $F$ and $G$. It is therefore a trivial matter to show that the internal specifications for $S_1$ match the characteristic relation

$$((x), (z)) \in \text{EXT}_{S_1} \iff \#z = \#x \text{ and } z[1] = g(f(x[1])) \forall i \leq \#z.$$ 

One could take a far more complicated example, such as a system to compute roots of quadratic equations which is composed from modules that take square roots, multiply by four, divide two values, and the like. There would be long chains of functional composition, but producing internal specifications would present no major problems. Even for a nondeterminate system, one could simply compose relations instead of functions. So it seems, at least so far, that internal specifications are simple indeed to determine.

There turns out to be a very large fly in the ointment. Figure 4.1-2 depicts a system structure for which functional or relational composition is of no use whatsoever. The cyclic interconnection structure imposes mutual data dependencies between channels $Q$ and $R$. Packets passed on channel $R$ from module $B$ depend on the packets received by $B$ from channel $Q$, while the packets passed on $Q$ depend on earlier packets received by module $A$ from channel $R$. It is a distinctly nontrivial task to express the stream $R$ in terms of the remaining streams $X$, $Q$ and $Z$, since packets passed on $R$ will in general depend on packets previously passed on $R$. This kind of
dependency introduces mutually recursive systems of equations expressing the channel streams in terms of one another. Gilles Kahn [Kahn, 1974] has found a way to solve systems of this kind through the use of a mathematical theory of fixpoints. His technique, however, requires that the modules be determinate, and there is no straightforward way to apply his techniques to nondeterminate systems. The task of deriving internal specifications for a packet system is a challenging problem, and a new approach is required.

The approach we will be using is based on an operational view of systems. We model the operation of a system by recording the progress of a computation in a series of internal system states. The system's response to particular presented input is characterized by a time-ordered progression of internal states, which we call an execution sequence. In general, there are a large number of possible execution sequences that correspond to a particular system response to some presented input. A system property we would want to prove must be shown to hold over all possible execution sequences that may be taken by the system. The next section informally introduces some of
the basic characteristics of execution sequences.

4.2. Execution sequences (introductory)

The progress of a computation in a packet system is modeled by the succession of internal states in an execution sequence. We will be defining internal states so that a state incorporates for each channel the cumulative stream of packets generated to be passed on that channel. This determines, in particular, for each state the input slice presented to the system and the output slice generated by the system so far.

A property we wish execution sequences to have is that one can construct a system state that represents the computation running to completion. For such a state, the output slice represents one of the system's possible ultimate responses to its presented input. Such an execution sequence will be said to realize that particular output response to the system's presented input. It will then be a straightforward task to produce the system's internal specifications, which are given by the relation between input slices and corresponding output slices realized by some execution sequence.

A particular kind of physical event we wish to model in an execution sequence is the transmission of a packet on some channel. The act of a module sending a packet out on a channel may occur at any moment between the time the packet is generated by the module and the time the module receives an acknowledge signal for the packet. For any given instant of time during such an interval, the packet may or may not have been sent out already, and we cannot determine which is the case. Thus, our execution
sequences will capture two kinds of events: generation of a packet and receipt of the acknowledge signal. Because we do not know the actual moment of transmission, a packet will be regarded as only potentially present on the channel during the interval between these two events.

Each state in an execution sequence must reflect the relevant events that have occurred in the system. The events described above are associated with particular channels, so we may partition state information into components relating to the individual channels in the system. To model a state, we give for each channel the cumulative sequence of events of each kind (packet generation and acknowledgment) that have taken place. Packet generation events are handled by giving the stream of generated packets for each channel. Since the channels act as FIFO queues, the packets that have been acknowledged are always given by a prefix of the generated packet stream. We call this prefix the acknowledged prefix of the stream. Thus every state in an execution sequence consists of a generated packet stream for each channel together with its acknowledged prefix.

Another significant property of execution sequences is that they are to exhibit the behavior of the component modules of the system. At any state, for each module the generated packet streams on the module's output channels must constitute a valid response by that module to the input packets it has received (and acknowledged).

A transition from one state to the next in an execution sequence models the physical occurrence of a module receiving new input and generating new output packets in response. If there are no more packets
generating new output packets in response. If there are no more packets waiting to be absorbed by modules in the system, the system state will remain constant.

We now give some examples of execution sequences for a particular system $S$ shown in figure 4.2-1.

![Diagram](image)

**Figure 4.2-1: A sample packet system $S$**

$J$ is the nondeterminate merge module and $F$ is the feedback modified first module; both of these modules were described in the previous chapter. Nondeterminate systems such as $S$ may generate different output responses to a given presented input. This will be reflected in our examples.

An execution sequence is represented by a table in which the rows are the internal states and the columns correspond to channels. Each entry in the table is the appropriate stream of generated packets with a heavy dot marking the end of the acknowledged prefix.

Execution sequence $A$, shown in figure 4.2-2, models a particular response of system $S$ to the input stream $(1,2)$ presented on channel $X$. We also give a corresponding series of snapshots that illustrate the internal system
states during the computation.

<table>
<thead>
<tr>
<th>state</th>
<th>X</th>
<th>U</th>
<th>V</th>
<th>Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>.12</td>
<td>.</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>1</td>
<td>12</td>
<td>.1</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>2</td>
<td>12</td>
<td>1</td>
<td>.5</td>
<td>.1</td>
</tr>
<tr>
<td>3</td>
<td>12.2</td>
<td>1.2</td>
<td>.5</td>
<td>.1</td>
</tr>
<tr>
<td>4</td>
<td>12.2</td>
<td>12</td>
<td>.5</td>
<td>.12</td>
</tr>
<tr>
<td>5</td>
<td>12.5</td>
<td>12.5</td>
<td>5.</td>
<td>.12</td>
</tr>
<tr>
<td>6</td>
<td>12.5</td>
<td>125</td>
<td>5.</td>
<td>125</td>
</tr>
<tr>
<td>7</td>
<td>12.5</td>
<td>125</td>
<td>5.</td>
<td>125</td>
</tr>
</tbody>
</table>

Figure 4.2-2: Sample execution sequence A for system S.

The snapshots, shown in figure 4.2-3, depict the first seven internal system states captured in execution sequence A. In state 0, the sequence (1, 2) of input packets has not yet entered the system to be processed, and no packets have been acknowledged (all the heavy dots are at the left end of the channel streams). In state 1, the first packet (with value 1) has been received and acknowledged by module J, and a copy has been generated to be sent on channel U. This copy is, by the time of state 2, received and acknowledged by module F. F generates a copy for output on Y, and also a packet with value 5 (1+4) for output on V (since the packet 1 was the first packet received by F on U). In state 3, the input packet 2 will be passed by J onto U, and in state 4 it is generated as output on Y. Note that no further packets are generated for channel V. By state 5, the packet with value 5 has been
Figure 4.2-3: Snapshots for execution sequence $A$. 
processed by J, and by state 6 it has been passed through F. State 6 shows that system S's response \((1,2,5)\) to its input \((1,2)\) has been completely generated for output. By state 7 (not shown), these packets have been sent out and acknowledged by their outside world recipient.

We now present another execution sequence that models the response of system S to the same presented input stream \((1,2)\). Execution sequence B, shown in figure 4.2-4, is identical to execution sequence A except for states 2 and 4.

<table>
<thead>
<tr>
<th>state</th>
<th>X</th>
<th>U</th>
<th>V</th>
<th>Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>.12</td>
<td></td>
<td></td>
<td>.</td>
</tr>
<tr>
<td>1</td>
<td>1.2</td>
<td>.1</td>
<td></td>
<td>.</td>
</tr>
<tr>
<td>2</td>
<td>12.</td>
<td>.1</td>
<td></td>
<td>.</td>
</tr>
<tr>
<td>3</td>
<td>12.</td>
<td>1.2</td>
<td>.5</td>
<td>.1</td>
</tr>
<tr>
<td>4</td>
<td>12.</td>
<td>1.25</td>
<td>.5</td>
<td>.1</td>
</tr>
<tr>
<td>5</td>
<td>12.</td>
<td>12.5</td>
<td>.5</td>
<td>.12</td>
</tr>
<tr>
<td>6</td>
<td>12.</td>
<td>125.</td>
<td>.5</td>
<td>125.</td>
</tr>
<tr>
<td>7</td>
<td>12.</td>
<td>125.</td>
<td>.5</td>
<td>125.</td>
</tr>
</tbody>
</table>

Figure 4.2-4: Sample execution sequence B for system S.

From state 1 to state 3, this execution sequence has module J receive and process the packet 2 before module F processes the packet 1, reversing the order of these two events from the way they were in execution sequence A. Similarly, from state 3 to state 5 here, J takes in the packet 5 before F
processes the packet 2. The snapshots of states 2 and 4 for execution sequence B are shown in figure 4.2-5.

![Diagram showing states 2 and 4 for execution sequence B](image)

**Figure 4.2-5: Snapshots for execution sequence B.**

Observe that the two distinct execution sequences A and B model two distinct computations for the system S, both resulting in the same system response (1,2,5) to the presented input (1,2). On the other hand, execution sequence C, shown in figure 4.2-6, models a computation in which the system produces a different response (1,5,2) to the same input. This sequence is identical with execution sequence A through state 2, but now module J processes the packet 5 from channel V before it takes the packet 2 from channel X. This difference is what causes the change in system response. Snapshots for the resulting states 3 through 6 for execution sequence C are shown in figure 4.2-7.

It is important to note that at any time during a computation in a packet system, a packet that has been generated to be sent out on some channel may or may not actually have been sent out already. After the packet is acknowledged we know it has been sent out, but before
Figure 4.2-6: Sample execution sequence C for system S.

Figure 4.2-7: Snapshots for execution sequence C.
acknowledgment it is only potentially on the channel. "Potential" packets are
guaranteed to have been by some future time eventually passed on the
channel in the relative order given, but we can draw no stronger conclusions.
This means that in all the snapshots we have depicted here, the packets
shown on the various channels were at the indicated time only potentially
present.

This concludes our informal introduction to execution sequences. In
the next section we shall motivate and discuss the properties that will be
used to characterize them formally.

4.3. Properties of execution sequences

In order to formally define execution sequences for a packet system,
we need to carefully motivate and discuss several properties that characterize
them. We shall be using as an example a particular packet system C
composed from the modules A and D as shown in figure 4.3-1. The left half
of the figure shows the system structure pictorially, while the right half is a
textual representation that provides a formal structural description of the
system. Once we characterize execution sequences for C, its internal
specifications will be the binary relation between presented input slices and
the corresponding output slices that are realized as the system’s response to
the given input by some execution sequence. This, of course, will provide a
formal behavioral specification for C expressed in terms of the above
structural description of C and in terms of the characteristic relations \( \text{EXT}_A \)
and \( \text{EXT}_D \) for the component modules A and D. In the previous chapter, we
Figure 4.3-1: Realization of a sample packet system C

specifically defined the external specifications for A and D, but in our treatment here the characteristic relations shall be viewed abstractly.

An execution sequence is a time-ordered progression of internal states of a packet system, and a state gives particular information about each channel in the system. The state information for a channel Z at any given moment contains, as we mentioned earlier, both the stream of packets generated to be passed on Z and its acknowledged prefix. The space of streams of packets passed on Z is denoted by \( Z^a \) and includes infinite as well as finite streams. For any stream \( z \in Z^a \), we denote its acknowledged prefix by \( z^a \). A channel state for Z will then be an ordered pair of the form \( (z,z^a) \).

The state information for a system is simply the collection of state information on all of its channels. For our sample system C, define the space \( \text{CSYS}^a \) to be the cartesian product of the channel packet stream spaces \( X^a, S^a, R^a \) and \( Y^a \). Elements of \( \text{CSYS}^a \), which are called system slices, are denoted $ (the dollar sign is pronounced "slice" !) and are tuples of the form \( (x,s,r,y) \), where \( x, s, r \) and \( y \) are streams of integer packets. A system state will consequently be an ordered pair of the form \( (\$, $^a) \), where the acknowledged prefix $^a$ of the slice $ is the tuple whose components are the acknowledged
prefixes of the respective components of $\$. 

We have already defined input and output slices for modules in a packet system. The space of input slices for a module is the cartesian product of the channel stream spaces for the module's input channels; output slices are similarly built up from the module's output channel stream spaces. For the module $A$ in our example, these two spaces are $\text{AIN}^a = (X^a \times R^a)$ and $\text{AOUT}^a = (S^a)$; for the module $D$ they are $\text{DIN}^a = (S^a)$ and $\text{DOUT}^a = (R^a \times Y^a)$. The same thing can be done for the system $C$ by viewing it as a module: $\text{CIN}^a = (X^a)$ and $\text{COUT}^a = (Y^a)$. Thus the characteristic relations for the system $C$ and its two component modules $A$ and $D$ are given by $\text{EXT}_C \subseteq (X^a) \times (Y^a)$, $\text{EXT}_A \subseteq ((X^a \times R^a) \times (S^a))$ and $\text{EXT}_D \subseteq ((S^a) \times (R^a \times Y^a))$. We will have $((x), (y)) \in \text{EXT}_C$ if and only if the output stream $y$ is a valid response to the input stream $x$ under the semantic properties of the system $C$.

Execution sequences for a packet system will be of the form $\{(\$, S_i^a)\}$, where $i$ takes on natural number values starting from zero. $S_i^a$ will be the acknowledged prefix of the $i$-th system slice $S_i$. There are a number of semantic properties which an execution sequence must satisfy in order to correctly model the action of a packet system. We describe them here in terms of the sample packet system $C$, noting that the generalization to arbitrary packet systems presents no difficulty. For the system $C$, the components of system slice $S_i$ are denoted by $S_i = (x_i, e_i, r_i, y_i)$.

The first condition an execution sequence must satisfy is that there be a valid initial system state. To express the property that no packets have been processed at the start, we require that the initial state $(S_0, S_0^0)$ have an
empty acknowledged prefix $s_0^a$. The components of $s_0$ corresponding to input
channels must match the presented input slice. In our case, this means that
$x_0$ must be equal to a given stream $x$ of inputs. And it must also be the case
that the other components of $s_0$ agree with the initial configuration defined
by the system structure. For system $C$, this requires that we have
$s_0 = y_0 = \varepsilon$ (empty streams) and $r_0 = (0)$ (stream of one zero-valued packet).

An execution sequence is supposed to reflect a system's response to a
particular presented input slice, and this input slice appears in its entirety
within the initial system slice $s_0$. In order for the execution sequence to
realize a response to precisely this input and nothing more, we must have at
each system state the identical input slice as at the beginning, which for the
system $C$ means that $x_i = x_0$ for all $i$. Physically, this requirement amounts
to the outside world suspending additional input to the system until the
system completes its response to the input already presented.

The third condition that must be fulfilled is agreement with the
semantic properties of the component modules of the system. What this
means is that for all states it must be true of each module that the packets
that have been received and acknowledged by that module are related through
the module's characteristic relation to the output packets generated by that
module. In our system, the semantics for the $A$ module impose the condition
$((x_i^a, r_i^a), (s_i)) \in \text{EXT}_{A}$, and the $D$ module forces $((s_i^a), (r_i, r_0, y_i)) \in \text{EXT}_{D}$. (The
reason we specifically remove the stream $r_0$ is that it represents a packet
stream that is initially present but is not generated as output by any module.)
These conditions must hold for each $i$ indexing some state in the execution
sequence, starting from the initial state with $i=0$.

The fourth property that should hold within an execution sequence is rather complex. We wish to state precisely the requirement that state transitions within an execution sequence must agree with the system structure. Each state $(S_{i-1}, S_i^a)$ must follow from its predecessor $(S_i, S_i^a)$ in a manner consistent with the physical arrangement of the system's channels. Once a packet is sent out along a channel, it can never be "unsent" or called back. For each channel $Z$ in the system, packets can only be added in going from one state to another. Moreover, since the channels act as FIFO queues, new packets cannot disturb the relative order of previous packets. Thus, for each channel $Z$, the channel stream $Z_i$ must be a subsequence of $Z_{i-1}$ for all $i$. This requirement also holds separately for the acknowledged prefixes on each channel, since acknowledged packets cannot become "unacknowledged," so we must also have $Z_i^a$ as a subsequence of $Z_{i-1}^a$ for all $i$.

It would greatly simplify the technical development in the following section if we could strengthen this fourth condition to require that $Z_i$ be a prefix of $Z_{i-1}$ rather than any subsequence. As it stands now, we are requiring that a module can only send out additional packets in response to new input packets received. Insisting on a prefix property would impose a time restriction on the intervals from packet generation to packet transmission, forcing packets to be sent out on channels in the exact same order in which their respective processes of generation were initiated. Unfortunately, this turns out to be too strong a stipulation. If a module such as $M$ (figure 4.3-2) receives from its input channel $X$ first a packet $p$ and later a
packet q, it may very well take M longer to produce a packet p' in response to p than to produce a packet q' in response to q.

![Diagram of module M](image)

Figure 4.3-2: A module M.

This could occur naturally in applications such as a cache/bulk memory or an information retrieval system. In order for M to derive the benefits of asynchronous operation, its behavior should be specified nondeterminately so that either stream \( (p', q') \) or \((q', p') \) will be a valid response to the input stream \((p, q)\). Figure 4.3-3 depicts the two corresponding execution sequences, which should both be valid.

<table>
<thead>
<tr>
<th>State</th>
<th>X</th>
<th>Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>(pq)</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>(p'q)</td>
<td>(p')</td>
</tr>
<tr>
<td>2</td>
<td>(pq')</td>
<td>(p'q')</td>
</tr>
<tr>
<td>3</td>
<td>(pq')</td>
<td>(p'q')</td>
</tr>
</tbody>
</table>

\((a)\)

<table>
<thead>
<tr>
<th>State</th>
<th>X</th>
<th>Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>(pq)</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>(p'q)</td>
<td>(p')</td>
</tr>
<tr>
<td>2</td>
<td>(pq')</td>
<td>(q'p')</td>
</tr>
<tr>
<td>3</td>
<td>(pq')</td>
<td>(q'p')</td>
</tr>
</tbody>
</table>

\((b)\)

Figure 4.3-3: Two execution sequences for M.

In execution sequence \((a)\), channel stream \(y_1 = (p')\) is a prefix of channel stream \(y_2 = (p', q')\). However, in sequence \((b)\), the packet q' has cut ahead of the packet p' by the time state 2 occurs. This is legal, since the p' packet is
only potentially present on $Y$ during state 1. So for sequence $(b), y_1 = (p')$ is a subsequence and not a prefix of $y_2 = (q', p')$. In fact, there is no way to realize the response described by execution sequence $(b)$ if we insist that $y_1$ be a prefix of $y_2$. We need the generality of the subsequence relation to realize "cutting ahead" behavior of this nature in packet systems. Thus we cannot strengthen the requirement that each channel stream in an execution sequence be a subsequence of its successor.

We can, on the other hand, strengthen this subsequence property to use the prefix relation in the case of acknowledged prefixes of channel states. The "cutting ahead" behavior as described above cannot occur within the acknowledged prefix of a channel stream, since we know that all the packets here have already been passed. This means that in any execution sequence, the only way $z_{\mu, i}^s$ may differ from $z_i^s$ is through the appending of newly acknowledged packets to the end of the stream. Thus $z_i^s$ cannot be just any subsequence of $z_{\mu, i}^s$; it must be a prefix.

The fifth and final condition that must be satisfied by an execution sequence is that no channel may receive acknowledgment for a packet that was never generated as output to be sent on that channel. This is guaranteed by requiring that for each $i$ the acknowledged prefix $z_{\mu, i}^s$ must be an initial segment of the previous stream $z_i$ on all channels $Z$.

The notion of execution sequences that has been developed here models the progress of a computation within a packet system, but there is one final element that is missing: the idea of ultimate result of a computation. We must identify when a packet system finishes reacting to its input as well
as handle the cases of infinite inputs and infinite responses to finite inputs. This will be done by developing the concepts of limits and completeness for execution sequences.

For any packet system, we may define a relation PRECEDES on system states by \( \langle s_i, s_i^a \rangle \) PRECEDES \( \langle s_i, s_i^b \rangle \) if \( \langle s_i^a \rangle \) PREFIX \( s_i^a \) and \( s_i \) SUBSEQ \( s_i \). Intuitively, increasing values with respect to PRECEDES indicate forward progress of a computation within a packet system. In particular, \( S1 \) PRECEDES \( S2 \) must hold whenever system state \( S2 \) is reachable from system state \( S1 \) in some computation through the processing of additional packets. We may observe that PRECEDES is a transitive relation. Furthermore, by condition (4) above, an execution sequence is monotonically increasing with respect to PRECEDES. An upper bound of an execution sequence, then, corresponds to a computation that has progressed at least as far as all the states in the sequence, while a least upper bound indicates that no extraneous computation is taking place. We define a limit of an execution sequence to be a least upper bound with respect to the PRECEDES relation. Thus, a limit of an execution sequence corresponds to a system state in which all the computation specified by the sequence runs to completion. This notion applies to infinite as well as finite computations. We use the notation \( \lim \{\langle s_i, s_i^a \rangle\} = \sup_{\text{PRECEDES}} \{\langle s_i, s_i^a \rangle\} \) to denote the limit (least upper bound) of an execution sequence when it is well-defined and unique.

It may be observed that the PREFIX relation is a partial order and that for any execution sequence \( \{\langle s_i, s_i^a \rangle\} \) the sequence \( \{s_i^a\} \) is monotonically increasing with respect to PREFIX and always has a uniquely defined least
upper bound $s_a^a = \sup_{\text{prefix}} \{s_i^a\}$. These facts are proved in the next section.

However, least upper bounds are not necessarily well defined with respect to PRECEDES. We therefore need some additional properties to be satisfied by an execution sequence in order to guarantee that limits exist and are well defined.

Consider a system state $(s, s^a)$ in which $s^a$ is a proper prefix of $s$. The nonempty difference slice $s - s^a$ would represent packets that have been generated but not yet acknowledged. Such a state can never represent a complete computation, since it specifies packets still awaiting processing by various internal modules. If the system is to fully respond to its inputs, all the packets that have been generated at any time during a computation must eventually be acknowledged. We thus define an execution sequence $\{(s_i, s_i^a)\}$ to be complete if and only if for each $i$ there exists a $j$ such that $s_i \supseteq s_j^a$. This $j$ will be the state by which time all packets that have been generated by the time of state $i$ will have been sent out and acknowledged. In general, in any state $(s, s^a)$ for which $s = s^a$, there are no generated packets waiting for processing and acknowledgment, so the system cannot perform any further actions. We prove in the next section that any complete execution sequence $\{(s_i, s_i^a)\}$ has a unique and well defined limit $(s_m, s_m^a)$ for which $s_m = s_m^a$. This result will be known as the Limit Existence Theorem. Thus the notion of a computation running to completion within a packet system is always well defined.

The limit of a complete execution sequence should always represent the state of the system upon completing its ultimate output response to the
presented input. For a given input slice, we call such a state a limit state, and we say that the slice consisting of the streams for the system output channels in a limit state is an ultimate output slice. The presented input slice and the ultimate output slice may each be finite or infinite. If either is infinite, there will be infinitely many states in a complete execution sequence and the limit state will not be one of the states in the sequence. We shall adopt the convention that execution sequences will always be infinite. If both the presented input and ultimate output slices are finite, then the limit state will be an element of the execution sequence, and all succeeding elements will be identical to this state.

There is a class of pathological conditions under which the limit of a complete execution sequence fails to represent the system's ultimate output response to the presented input. Consider the case of a module $M$ (figure 4.3-4),

![Figure 4.3-4: A discontinuous module.](image)

which outputs the empty stream for finite input but which echoes any infinite input stream. The external characteristic relation $\text{EXT}_M$ is given by $\text{EXT}_M \subseteq ((P^*) \times (Q^*))$ and

$((p), (q)) \in \text{EXT}_M \iff (\#p < \infty \text{ and } q=\varepsilon) \text{ or } (\#p = \infty \text{ and } q=p).$

In response to input streams $p_i$ of increasing finite length, $M$ will not send out any packets at all, and the limit of a complete execution sequence
modeling this behavior will exhibit an empty ultimate output stream \( q_m \). But this disagrees with \( M \)'s specified nonempty response to infinite input. The problem lies in the way \( \text{EXT}_M \) is specified; we may avoid this by requiring that all modules in packet systems be continuous, which means that the responses to an increasing sequence of input streams must tend to an appropriate, well-defined limit. When this is the case, we are guaranteed that the limit of a complete execution sequence does in fact properly capture the system's ultimate output response.

We now have described all the relevant characteristics of execution sequences. The mathematical development follows in the next section.

4.4. Execution sequences (formally)

We now give the formal characterization for the notion of execution sequences that has been developed. First, we show an example; afterwards, we give the definition for the general case. Consider the sample system \( C \), which was discussed in the previous section and is shown here again:

![Diagram of System C](image)

**System C**
- inputs \( X(\text{integer}) \)
- outputs \( Y(\text{integer}) \)
- internals \( S(\text{integer}), R(\text{integer}) \)

**Submodules**
- \( A \) inputs \( X, R \); outputs \( S \)
- \( D \) inputs \( S \); outputs \( R, Y \)
- Initially \( R(0) \)

**Figure 4.4-1:** Realization of a sample packet system \( C \)

we have the following characterization:
An infinite sequence \( \{S_{i}, S_{i}^{a}\} \) in which for each natural number \( i \) \( S_{i}^{a} = (x_{i}^{a}, s_{i}^{a}, r_{i}^{a}, y_{i}^{a}) \) is an acknowledged prefix of \( S_{i} = (x_{i}, s_{i}, r_{i}, y_{i}) \) will be an execution sequence for \( C \) if and only if the following five conditions hold:

1. **[initial state]** \( S_{0}^{a} = (e, e, e, e) \), \( s_{0}^{a} = y_{0}^{a} = e \), \( r_{0}^{a} = 0 \)
2. **[input suspension]** \( x_{i} = x_{0}^{a} \) for all \( i \)
3. **[consistency]** \( \forall i: ((x_{i}^{a}, r_{i}^{a}), (s_{i})) \in \text{EXT}_{A} \) and \( ((s_{i}^{a}), (r_{i}-r_{0}, y_{i})) \in \text{EXT}_{D} \)
4. **[FIFO]** \( S_{i}^{a} \text{ PREFIX } S_{i+1}^{a} \) and \( S_{i} \text{ SUBSEQ } S_{i+1}^{a} \) for all \( i \)
5. **[connection]** \( S_{i+1}^{a} \text{ PREFIX } S_{i} \) for all \( i \)

An execution sequence \( \{S_{i}, S_{i}^{a}\} \) for system \( C \) is complete if and only if \( \forall i \exists j: S_{i} \text{ SUBSEQ } S_{j}^{a} \).

Note that although the PREFIX and SUBSEQ relations were defined over streams, they are being applied to system slices here. The intent is for these relations to be taken componentwise over all channel streams, which means that one slice is a prefix of a second if and only if each component channel stream in the first slice is a prefix of the matching channel stream in the second slice. Subsequences are treated in the same way.

The above formal characterization of execution sequences for the system \( C \) may be extended to arbitrary packet systems with no difficulty.

The formal structural definition for a packet system is of the general form

System SYS
- inputs \( W(---), ..., X(---) \)
- outputs \( Y(---), ..., Z(---) \)
- internals \( U(---), ..., V(---) \)

Submodules
- ...
- ...
- \( M \) inputs \( P, ..., Q \); outputs \( R, ..., S \)
- ...
- ...
- Initially \( U<w_{0}>, ..., V<w_{0}>, Y<y_{0}>, ..., Z<z_{0}> \).

The parenthesized items are channel packet types and may be arbitrary. (The use of consecutive letters in the alphabet separated by ellipses, such as "\( P, ..., Q \)" allows an arbitrary number of items in between, so that for
example a submodule \( M \) of the system may have any number of input channels.)

The generalized definitions now become:

**Definition:** A sequence \( \{ (s_i, s_i^a) \} \) of system states for a system \( SYS \) whose structural description is as given above will be an execution sequence for \( SYS \) if and only if

1. [initial state] \( s_0^a = (e, \ldots, e) \), \( u_0 = u0 \), \( v_0 = v0 \), \( y_0 = y0 \), \( z_0 = z0 \)
2. [input suspension] \( \forall i: w_i = w0, \ldots, z_i = z0 \)
3. [consistency] For each module \( M \) in \( SYS \) we have \( \forall i: ((p_i^a, q_i^a), (r_i, s_i^a)) \in \text{EXT}_M \)
4. [FIFO] \( s_i^a \) PREFIX \( s_{i+1}^a \) and \( s_i \) SUBSEQ \( s_{i+1} \) for all \( i \)
5. [connection] \( s_{i+1}^a \) PREFIX \( s_i \) for all \( i \)

**Definition:** An execution sequence \( \{ (s_i, s_i^a) \} \) for a system \( SYS \) is complete if and only if \( \forall i \exists j: s_i \text{ SUBSEQ } s_j^a \).

We will thus be able to give internal specifications for any packet system.

The relations PREFIX and SUBSEQ were defined in section 3.2. We now proceed to derive the basic mathematical properties for these two relations and the PRECEDES relation. This will lead up to a proof of the Limit Existence Theorem, which states that limits exist and are well-defined for complete execution sequences.

**Lemma 1:** For any space \( Z \), the PREFIX relation is a partial ordering over \( Z^a \).

**Proof:** The reflexive and transitive properties are clearly satisfied. Now if \( Z \) PREFIX \( z' \) and \( Z' \) PREFIX \( z \), then \( #z \leq #z' \) and \( #z' \leq #z \), so \( #z = #z' = N \), which means \( Z \) and \( Z' \) have the same domain. But then for \( i \leq N \) we have \( Z[i] = Z'[i] \), which means \( Z \) and \( Z' \) coincide over their common domain. This forces \( Z = Z' \) and establishes the antisymmetry property, completing the proof.

**Definition:** A sequence \( \{ z_i \} \) of streams is said to be monotone if for each \( i \), \( z_i \) PREFIX \( z_{i+1} \).
Lemma 2: Any monotone sequence \( \{z_i\} \) of streams has a unique and well defined least upper bound.

Proof: Each stream \( z_i \) is a function that may be regarded as a set of ordered pairs of the form \( \langle k, z_i[k] \rangle \). Let \( Z \) be the set-theoretic union of all the \( z_i \). Then \( Z \) will be a function, since any two ordered pairs \( \langle k, z_i[k] \rangle \) and \( \langle k, z_j[k] \rangle \) must coincide (by monotonicity). It is immediately apparent that \( Z \in Z^a \) and \( Z \) is an upper bound for \( \{z_i\} \) under PREFIX. Moreover, \( Z \) will be a least upper bound, since any upper bound for \( \{z_i\} \) must contain all the \( z_i \) set-theoretically and hence their union \( Z \). Finally, uniqueness follows from the antisymmetry property derived in Lemma 1.

Lemma 3: PREFIX is a subrelation of SUBSEQ.

Proof: The insertion function required by the formal definition of SUBSEQ is simply the identity function.

It is easy to see that the SUBSEQ relation is reflexive and transitive. However, it is not necessarily antisymmetric! Consider the two infinite streams \( (0011)^\omega \) and \( (0101)^\omega \), each consisting of infinitely many zeros and ones. These streams are distinct, but each is a subsequence of the other. Thus, SUBSEQ is not a partial ordering relation.

The relations PREFIX and SUBSEQ both apply to streams, but the PRECEDES relation will be taken over channel states, which we now define.

Definition: A channel state for a channel \( Z \) in a packet system is an ordered pair of the form \( (z,z^a) \) in which \( z \) and \( z^a \) are sequences of packets and \( z^a \) PREFIX \( z \).

Definition: For two channel states \( (z_1,z_1^a) \) and \( (z_2,z_2^a) \) we say \( (z_1,z_1^a) \) PRECEDES \( (z_2,z_2^a) \) if and only if \( z_1 \) SUBSEQ \( z_2 \) and \( z_1^a \) PREFIX \( z_2^a \).

Definition: A sequence \( \{z_i,z_i^a\}\) of channel states is said to be monotone if and only if \( (z_i,z_i^a) \) PRECEDES \( (z_{i+1},z_{i+1}^a) \) for all \( i \).

Definition: A sequence \( \{z_i,z_i^a\}\) of channel states is said to be complete if
and only if \( \forall i \exists j \text{ s.t. } z_i \text{ SUBSEQ } z_j \).

It is extremely important to note that the relation \( \text{PRECEDES} \) fails to be a partial order because of its \( \text{SUBSEQ} \) component. This is easily seen in the case of the two channel states \((6011)^\omega, c \) and \((\{101\})^\omega, d \), each having an infinite stream and an empty acknowledged prefix. These states are distinct and each precedes the other, so the antisymmetry property fails here. Thus least upper bounds for a monotone sequence of channel states are not necessarily well defined. However, completeness is a sufficient condition to guarantee that the least upper bounds exist and are unique. The following theorem proves this fact.

**Theorem:** If \((z, z^\omega)\) is a monotone and complete sequence of channel states and \( z_o \) is a sup. \((z^\omega) \), then \( \text{sup} (z^\omega, z^{\omega^o}) \) is well-defined and unique and equal to \( (z_o, z^\omega) \).

**Proof:** Since \( z_o \) is by definition an upper bound for \((z^\omega)\), we have

\[
(1) \quad \forall i, z_i \text{ PREFIX } z_o\]

Now given any \( i \), by completeness we have

\[
(2) \quad \exists j, z_j \text{ SUBSEQ } z_i^\omega\]

But \( z_i^\omega \text{ PREFIX } z_o \), which by Lemma 3 implies

\[
(3) \quad z_i^\omega \text{ SUBSEQ } z_o\]

Since \( \text{SUBSEQ} \) is transitive, equations (2) and (3) yield

\[
(4) \quad z_i, \text{ SUBSEQ } z_o\]

The combination of equations (1) and (4) establishes \((z_o, z^\omega)\) as an upper bound for \((z, z^\omega)\) under the \( \text{PRECEDES} \) relation.

In order to show that this upper bound is in fact a least upper bound, we must establish that for any channel state \((z, z^\omega)\) for which

\[
(5) \quad \forall i, (z_i, z^\omega) \text{ PRECEDES } (z^\omega, z^\omega)\]

it must be the case that \((z_o, z^\omega) \text{ PRECEDES } (z, z^\omega)\). Now equation (5) implies \( z_i \text{ SUBSEQ } z^\omega \) and \( z_i^\omega \text{ PREFIX } z^\omega \). Then the least upper bound \( z_o \) of \((z^\omega)\) must be a prefix of the upper bound \( z^\omega \), i.e.
(6) \( Z^a \) PREFIX \( Z^b \).

But since \( (Z^a, Z^b) \) is a channel state, \( Z^a \) PREFIX \( Z \), so \( Z \) \text{ PREFIX } \( Z^a \), which implies

(7) \( Z \) \text{ SUBSEQ } \( Z^a \).

The combination of equations (6) and (7) yields the result \( (Z^a, Z) \) \text{ PRECEDES } \( (Z^a, Z^b) \), so we now have established that \( (Z^a, Z) \) is a least upper bound for \( (Z, Z^a) \).

The proof is not yet complete, since the \text{ PRECEDES } relation is not necessarily antisymmetric and we must therefore explicitly guarantee the well-definedness and uniqueness of the least upper bound we produced. This will follow directly if we show that for any channel state \( (Z, Z^a) \), whenever \( (Z^a, Z) \) \text{ PRECEDES } \( (Z, Z^a) \) and \( (Z^a, Z) \) \text{ PRECEDES } \( (Z^a, Z) \), then it must be true that \( Z = Z^a = Z \). Now \( Z \) \text{ PREFIX } \( Z^a \) \text{ PREFIX } \( Z \) implies \( Z^a = Z \). Also, the combination \( Z^a \) \text{ PREFIX } \( Z \) \text{ SUBSEQ } \( Z \) implies \( \#Z^a \leq \#Z \leq \#Z^a \), and this "squeeze" condition forces \( \#Z^a = \#Z \). But since \( Z^a \) \text{ PREFIX } \( Z \), we must have \( Z^a = Z \). Thus \( Z = Z^a = Z \), which sets up the required antisymmetry condition and guarantees uniqueness of the least upper bound. This completes the proof.

All of the results established here have been stated for individual channels in a packet system. However, we may apply them to the internal behavior of an entire system in a rather straightforward manner. As an example, a system slice \( S \) is a prefix of a slice \( S' \) if and only if each component stream in \( S \) is a prefix of the corresponding component stream in \( S' \). All properties of the \text{ PREFIX } stream relation are just as valid for the \text{ PREFIX } slice relation. Similarly, all properties of the stream relation \text{ SUBSEQ } hold for slices. Moreover, all properties of the \text{ PRECEDES } relation on channel states apply to system states. In particular, the following theorem, which we call the Limit Existence Theorem, holds:

Theorem: If \( (S, S^a) \) is a complete execution sequence for a packet system, and if \( S = \text{ sup } (S^a) \), then \( \text{ sup } (S, S^a) \) is well defined and unique and equal to \( (S, S^a) \).
We now give a formal definition for the notion of continuity, which was mentioned in the previous section. Continuity is a property of a module's external characteristic relation, so we define it for binary relations over slices:

**Definition:** A relation $\sim$ on slices is continuous if whenever $S = \sup_{\text{PREFIX}} \{S_i\}$, where the sequence $\{S_i\}$ of slices satisfies $S_i \preceq S_{i+1}$ for all $i$, then $(S,S') \in \sim \Rightarrow \exists$ a sequence $\{S'_i\}$ of streams such that

1. $(S,S'_i) \in \sim$ for all $i$
2. $S'_i \preceq \text{SUBSEQ} S_{i+1}$ for all $i$; and
3. $S' = \sup_{\text{PREFIX}} \{S'_i\}$ is uniquely defined.

### 4.5. Characterization of Internal Specifications

Now that we have defined execution sequences for any packet system, it is simple to produce a system's internal specifications. The internal specifications for a packet system $\text{SYS}$ are a binary relation $\text{INT}_{\text{SYS}}$ from system input slices to system output slices, which we call the system's internal characteristic relation. For the sample system $C$ we have been discussing, we have $\text{INT}_C \subseteq (\mathcal{X}_C \times \mathcal{Y}_C)$, and the internal specifications may be formally characterized by $((x), (y)) \in \text{INT}_C$ if and only if there is a complete execution sequence $\{(S_n, S'_n)\}$ for $C$ such that $x_0 = x$ and $y_m = y$, where $x_0$ and $y_m$ are defined by $S_0 = (x_0, x_0, y_0, y_0)$ and $S_m = \sup_{\text{PREFIX}} \{S'_n\} = (x_m, x_m, y_m, y_m)$. Note that $x_0$ represents the initial input presented to $C$ and that $y_m$ represents the ultimate output yielded by $C$. We can easily generalize this to an arbitrary system by quantifying the condition $x_0 = x$ over all input channels $X$ and quantifying the condition $y_m = y$ over all output channels $Y$. Note that the definition of $\text{INT}_{\text{SYS}}$ is in effect parameterized by the structural description of
system SYS and by the characteristic relations of the component modules in SYS.

The development of internal specifications for packet systems is now complete. We have two ways of formally describing the behavior of a packet system: externally, in terms of its interaction with the outside world, and internally, in terms of its structure and composition. We can apply this to correctness proofs by observing that a system SYS is correctly realized by its internal structure if and only if its (external) characteristic relation \( \text{EXT}_{SYS} \) and its internal characteristic relation \( \text{INT}_{SYS} \) are identical. A correctness proof for a packet system will therefore consist of a demonstration that each of these two relations is contained in the other.

Aside from the obvious application to system verification, the formal specifications we have developed for packet systems are valuable in achieving a frequently overlooked objective: understanding the behavior of these systems. Our operational approach lets us model the activity within a system step by step. The "dot notation" tables for execution sequences are a useful pedagogical tool, aiding in a person's conceptualization of what goes on in packet systems. It is hoped that even without going through a process of formal verification, designers of asynchronous, nondeterminate systems will find the techniques developed here to be of assistance in building packet systems.
CHAPTER 5: PROVING PACKET SYSTEMS CORRECT

5.1. Setting up a correctness proof

In this chapter we discuss the application of our specification model to the problem of proving packet systems correct. A packet system is an interconnection of component modules, and its behavior is formally given by its internal specifications. Such a system will be correct if it also satisfies a given set of external specifications. Correctness of a packet system, therefore, is the agreement between a set of internal specifications and a set of external specifications.

To prove correctness of a particular system SYS, one must show that its external characteristic relation \( \text{EXT}_{\text{SYS}} \) and its internal characteristic relation \( \text{INT}_{\text{SYS}} \) coincide. The proof naturally separates into two parts, namely the inclusions \( \text{INT}_{\text{SYS}} \subseteq \text{EXT}_{\text{SYS}} \) and \( \text{EXT}_{\text{SYS}} \subseteq \text{INT}_{\text{SYS}} \). The first inclusion states that all system responses to given input satisfy the external specifications. This will be proved by showing that for any complete execution sequence for SYS, the initial input slice and the ultimate (limit state) output slice are related by \( \text{EXT}_{\text{SYS}} \). We call this the consistency portion of the proof, since it verifies that complete execution sequences model the behavior intended for the system. The second inclusion states that all behavior allowed by the external specifications may be realized by some complete execution sequence. This is called the synthesis portion of the proof, since it involves construction of an appropriate execution sequence to realize each instance of system behavior.
The simplest example we can give of a correctness proof is for a system ID composed from two copies N1 and N2 of the negation module N described in section 3.3. The structure of this system is shown in figure 5.1-1.

![Diagram of System ID](image)

**Figure 5.1-1: A simple system ID to be proved correct**

The behavior of ID is trivial: any boolean packet value coming in on channel X is twice negated, thus remaining unchanged. Since both N1 and N2 preserve stream ordering and since the channels are all FIFO, the system ID sends out on Z the identical stream received on X. So to demonstrate the correctness of ID, we will have to show that its internal characteristic relation \( \text{INT}_{ID} \) matches the external characteristic relation \( \text{EXT}_{ID} \subseteq ((X^*) \times (Z^*)) \) given by

\[
((x), (z)) \in \text{EXT}_{ID} \iff z = x.
\]

For the component modules N1 and N2, the external characteristic relations \( \text{EXT}_{N1} \subseteq ((X^*) \times (Y^*)) \) and \( \text{EXT}_{N2} \subseteq ((Y^*) \times (Z^*)) \) are given by

\[
((x), (y)) \in \text{EXT}_{N1} \iff y = \#x \text{ and } y[i] = \text{not}(x[i]) \quad \forall i \leq \#y
\]

and

\[
((y), (z)) \in \text{EXT}_{N2} \iff z = \#y \text{ and } z[i] = \text{not}(y[i]) \quad \forall i \leq \#z.
\]

Note that all three channel spaces X, Y and Z are equal to the set \{true, false\} of boolean values.
We can formally state the correctness theorem for the given realization of system ID. The definition of the relation \( \text{INT}_I \) is incorporated into the following statement.

**Theorem:** \( ((x), (z)) \in \text{EXT}_I \iff ((x), (z)) \in \text{INT}_I \)

\( \iff \exists \) a complete execution sequence \( \{ (s_i, s_i^a) \} \) for ID such that \( x_0 = x \) and \( z_\infty = z \), where \( x_0 \) and \( z_\infty \) are defined by \( s_0 = (x_0, y_0, z_0) \) and

\[ s_\infty = \sup_{\text{PREFIX}} \{ s_i^a \} = (x_\infty, y_\infty, z_\infty). \]

We recall the definitions of execution sequence and completeness, stating them for our particular system ID: A sequence of the form \( \{ (s_i, s_i^a) \} \) in which for each \( i \) \( s_i^a = (x_i^a, y_i^a, z_i^a) \) is a prefix of \( s_i = (x_i, y_i, z_i) \) will be an execution sequence for ID if and only if the following five conditions hold:

1. **[initial state]** \( s_0^a = (\epsilon, \epsilon, \epsilon) \), \( y_0 = z_0 = \epsilon \)
2. **[input suspension]** \( x_i = x_0 \) for all \( i \)
3. **[consistency]** \( ((x_i^a), (y_i^a)) \in \text{EXT}_I \) and \( ((y_i^a), (z_i^a)) \in \text{EXT}_I \) for all \( i \)
4. **[FIFO]** \( (s_i, s_i^a) \) PRECEDES \( (s_{i+1}, s_{i+1}^a) \) for all \( i \)
5. **[connection]** \( s_{i+1}^a \) PREFIX \( s_i^a \) for all \( i \)

An execution sequence \( \{ (s_i, s_i^a) \} \) for ID is complete if and only if \( \forall i \exists j \text{ s.t. } s_i \text{ SUBSEQ } s_j^a \). Note that whenever this is true, the Limit Existence Theorem guarantees that we will also have \( \sup_{\text{PREFIX}} \{ (s_i, s_i^a) \} = (s_\infty^a, s_\infty^a) \),

where \( s_\infty = \sup_{\text{PREFIX}} \{ s_i^a \} \).

The statement of the correctness theorem for the system ID is now complete, and we are ready to begin developing a proof.
5.2. Proof for the system ID

We must show that for the system ID the external relation EXT\textsubscript{ID} and the internal relation INT\textsubscript{ID} coincide. The consistency portion of the proof involves showing that INT\textsubscript{ID} \subseteq EXT\textsubscript{ID}, which means that for any complete execution sequence for ID, the initial input \( x_0 \) and the ultimate output \( z_\infty \) satisfy the characteristic relation EXT\textsubscript{ID}. In proving this, we need to establish a particular property that will be an important ingredient in all our correctness proofs. This property, which we shall call the Limit Size Lemma, concerns the size of channel sequences in a limit state for a system. Essentially, it asserts that the size of each channel stream in the limit state of an execution sequence is the limit of the sizes of the streams for that channel as one proceeds through the states in the execution sequence. Note that this property is not limited to the particular system ID, but rather holds for any system we will wish to prove correct. The Limit Size Lemma is proved by using the least upper bound property of the limit state to establish the least upper bound property for the sequence sizes.

**Lemma:** In a complete monotone sequence \( \{ (z_n, z_n^a) \} \) of channel states for a packet system, if \( z_\infty = \sup_{\text{PREFIX}} \{ z_n^a \} \), then \( \#z_\infty = \sup_{\text{PREFIX}} \{ \#z_n^a \} \).

**Proof:** The sequence \( \{ \#z_n^a \} \) is a nondecreasing sequence of natural numbers and must either be eventually constant or else increase without bound. In the first case, there exists a \( j \) such that \( \forall k > j : \#z_k^a = \#z_j^a \), which implies \( \#z_j^a = \sup_{\text{PREFIX}} \{ \#z_n^a \} \). Now for any \( k > j \), the combination \( \#z_k^a = \#z_j^a \) and \( z_k^a \text{ PREFIX } z_j^a \text{ forces } z_j^a = z_k^a \). Thus \( z_\infty = \sup_{\text{PREFIX}} \{ z_n^a \} = z_j^a \) and \( \#z_\infty = \#z_j^a = \sup_{\text{PREFIX}} \{ \#z_n^a \} \).

In the second case, \( \sup_{\text{PREFIX}} \{ \#z_n^a \} = \infty \). We claim \( \#z_\infty = \infty \). If this is false, then \( \exists N : \#z_\infty = N \). But then \( \forall i : z_i^a \text{ PREFIX } z_\infty \) implies \( \forall i : \#z_i^a \leq \#z_\infty = N \), which would make \( N \) an upper bound for \( \{ \#z_i^a \} \).
contradicting \( \sup \{z^a \} = -\infty \). Thus \( z^a = -\infty = \sup \{z^a \} \).

Now by the Limit Existence Theorem, we have \((z^a, z^a) = \sup \{(z^a, z^a)\})\), which implies \(\forall i: (z^a, z^a) \textup{ PRECEDES } (z^a, z^a)\). In particular, \(\forall i: z^a \textup{ SUBSEQ } z^a\), so \(\forall i: z^a \leq z^a\), which makes \(z^a\) an upper bound for \((\{z^a\})\). But \(\forall i: z^a \textup{ PREFIX } z^a\) \(\Rightarrow \forall i: z^a \leq z^a\), so any upper bound for \((\{z^a\})\) must be an upper bound for \((\{z^a\})\) and must therefore be no less than the least upper bound \(z^a\). This makes \(z^a\) a least upper bound for \((\{z^a\})\) as well as for \((\{z^a\})\), which completes the proof.

**Corollary:** If \(k < \omega\) and \(k \leq z^a\), then there exists an \(i\) such that \(z^a \geq k\).

**Proof:** Suppose that for all \(i\) we had \(z^a < k\). This would imply \(\forall i: z^a \leq k - 1\), which makes \(k - 1\) an upper bound for \((\{z^a\})\). But by the Limit Size Lemma, \(z^a\) is the least upper bound, so we must have \(z^a \leq k - 1 < k\), which contradicts the hypothesis for finite \(k\).

Now that we have proved this lemma, the consistency proof for system 10 is easy. We shall use the abbreviation LSL in this proof and all others to denote use of the Limit Size Lemma.

**Consistency Proof:** If we are given a complete execution sequence as in the statement of the correctness theorem for 10, we must show that if \(x = x^a\) and \(z = z^a\), then \((x, z) \in \text{EXT}_0\). This is true if and only if \(z = x\), i.e.

\[z = x\text{ and } x[i] = x[i+1] \forall i \leq |z|,\]

so we must verify both a size property and an element property of \(z^a\).

We first note that by the input suspension property of an execution sequence, \(x_i = x_0 = x\) for all \(i\), so we must also have \(x^a = x\). In particular, \(z^a = \#_{\omega} x\).

But then we have

\[
\begin{align*}
\#_{\omega} x &= \sup(\#_{\omega} x) \quad \text{(LSL)} \\
&= \sup(\#_{\omega} x) \quad \text{(by EXT\_n)} \\
&= \#_{\omega} x \quad \text{(LSL)} \\
&= \sup(\#_{\omega} x) \quad \text{(LSL)} \\
&= \sup(\#_{\omega} x) \quad \text{(by EXT\_n)} \\
&= \#_{\omega} x \\
&= \#_{\omega} x
\end{align*}
\]
which establishes the desired size property.

The element condition is equally easy. For any natural number $k \leq n$, by the corollary to LSL we have $\exists z : z_a, z \geq k$. Now, we have

$$z[k] = z_a[k]$$

$$= z_i^a[k] \quad \text{(since $z_i^a$ PREFIX $z_a$)}$$

$$= z_i[k] \quad \text{(since $z_i^a$ PREFIX $z_i$)}$$

$$= \text{not}(y_i^a[k]) \quad \text{(by EXT$_{M^2}$)}$$

$$= \text{not}(y_i[k]) \quad \text{(since $y_i^a$ PREFIX $y_i$)}$$

$$= \text{not}(\text{not}(x_i^a[k]) \quad \text{(by EXT$_{M^1}$)}$$

$$= \text{not}(\text{not}(x[k]) \quad \text{(since $x_i^a$ PREFIX $x$)}$$

$$= x[k].$$

This is the required element condition, and the consistency portion of the proof is now complete.

The above consistency proof may appear to be relatively intricate for such a trivial system as ID, but it really isn't. All we really had to do was set up two simple chains of equality that traced the internal data paths and applied the behavioral properties of the component modules. For noncyclic systems, this presents no real difficulties.

The synthesis portion of the correctness proof for ID involves showing that $\text{EXT}_{ID} \subseteq \text{INT}_{ID}$. For each given input stream $x$ and each corresponding output stream $z$, we need to construct an execution sequence for ID to realize the appropriate system behavior. Thus, given streams $x$ and $z$ for which $(x), (z) \in \text{EXT}_{ID}$, we must realize the internal behavior of ID by a matching execution sequence $s_0, ..., s_n, ...$ in which each system state $s_i$ is a 3-tuple $(x_i, y_i, z_i)$ of dotted channel states. (The dot, as we mentioned earlier, separates the acknowledged prefix from the rest of a channel stream.)
Our strategy is to produce a general order in which the component modules absorb and process packets. The order we choose for these actions in the system \(\Pi\) is as follows: (1) Module \(N_1\) receives a packet \(p\) from channel \(X\) and generates its negation \(\text{not}(p)\) for output on \(Y\); (2) Module \(N_2\) receives the \(\text{not}(p)\) packet from \(Y\) and generates a packet with value \(\text{not}(\text{not}(p)) = p\) for output on \(Z\); (3) The outside world receives and acknowledges the \(p\) packet from \(Z\). This sequence of actions is repeated once for each packet in the presented input stream \(X\). Thus the execution sequence we shall generate for the given streams \(X\) and \(Z\) will be cyclic of period three.

**Synthesis proof:** Given streams \(X\) and \(Z\) for which \(((x), (z)) \in \text{EXT}_\Pi\), we note that this means \(Z = X\). Let \(k\neq X\) (note that \(k\) may be infinite). Let \(Y\) be the unique stream of size \(k\) for which each element is given by \(y[i] = \text{not}(x[i])\). For each natural number \(i\) starting from zero, define

(0) \(S_{3,i} = (X[1:i], X[i+1:k], Y[1:i], Z[1:i])\).

This formula gives every third state in the execution sequence. For \(i=0\), it reduces to the case of the initial system state

\(S_0 = (\cdot X, \cdot, \cdot)\),

since the stream segments indexed by the expression \([1:1] = [1:0]\) are all empty.

For each natural number \(i\) starting from one, define

(1) \(S_{3,2} = (X[1:i], X[i+1:k], Y[1:i-1], Y[i], Z[1:i-1])\) and

(2) \(S_{3,1} = (X[1:i], X[i+1:k], Y[1:i], Z[1:i-1], Z[i])\).

These two formulas give all the system states whose indices are respectively one more and two more than the multiples of three.

Together, the formulas (0), (1) and (2) define an infinite sequence of system states \(S_0, S_1, \ldots, S_j, \ldots\) which may be verified in an extremely tedious and extremely straightforward manner to in fact be a complete execution sequence for the system \(\Pi\). We will not go into the details here, since the remainder of the proof is neither interesting nor illuminating. We shall, however, make some
comments about the execution sequence we just constructed.

First, we make some observations about the states. In the \(i\)-th state given by formula (1), the \(i\)-th packet \(x[i]\) in the input stream \(x\) has just been absorbed by module \(N1\), and its negation is seen as a newly-generated (but not yet acknowledged) packet on channel \(Y\), denoted by the "\(\neg y[i]\)". In the corresponding \((i\)-th\) state given by (2), this packet has been received and acknowledged by \(N2\), and \(N2\) has generated a new packet with value \(z[i]\). This state is followed by the \(i\)-th state given by (3), which reflects the acknowledgment of the \(z[i]\) packet by the outside world.

If the size \(k\) of the input stream \(x\) is finite, then the above sequence of system states will repeat endlessly after \(S_{\infty}\). All states from this point on will be identical, namely

\[(*) \quad (x^*, y^*, z^*).\]

In this terminal state, all the input packets have been processed and a complete response has been passed to the outside world. Since the sequence of states is eventually constant in this case, the limit is precisely this repeating terminal state. In the case of an infinite input stream \(x\), the states in the infinite sequence are all distinct, and the terminal state given by (\(\ast\)\) above is the limit even though it does not actually occur within the sequence. In either case, we note that the output stream \(z\) will be identical to the input stream \(x\) by the hypothesis \((x^*, z^*) \in \text{EXT}_{\infty}\).

The execution sequences produced by the synthesis proof do not exhaust all possible sequences for the system \(\mathcal{D}\); however, they are sufficient to realize all legal behaviors for \(\mathcal{D}\) given by \(\text{EXT}_{\infty}\).
One trivial observation now completes the correctness proof for our realization of system ID. Since all three channels X, Y and Z accept only boolean-valued packets, there is obviously no conflict between packet type restrictions.

The proof given here may seem lengthy, but the crucial logical and mathematical arguments are brief and straightforward. The place where we took the functional composition of the two logical negations to yield the identity relation was in the final step of the consistency portion of our proof, when we used the property \(\text{not(not}(X[k])) = X[k]\). Other systems without cyclic data dependencies in their internal structure are proved in similar fashion to satisfy the appropriate composition of the external characteristic relations of their component modules. In the next section, we prove correctness for a system with cyclic structure.

5.3. Correctness of a cyclic system

One of the sample packet systems we have already worked with, the system C composed of the adder module A and the distribute module D, has a cyclic interconnection structure. In this system, shown again in figure 5.3-1, channels S and R form a directed cycle. We shall prove the correctness of system C in this section. It is not hard to give an informal characterization of the system behavior. Initially, module A pairs up the first packet value input from X with the zero packet on channel R, sending out the sum to both Y and R by way of module D. This sum, once passed around through R back into A, is added to the next packet input to A from X, and the new sum is cycled around again on channels S and R. In this way, we
can see that module A computes a sequence of cumulative sums of packets taken from the system input stream X. Thus the behavior of C is to send out on Y a stream of cumulative sums of packets taken in on X. We wish to prove that this is indeed the case; to do this, we shall make use of the formal specification techniques that have been developed here.

We have previously given the external characteristic relations EXT_A \subseteq ((X^* \times R^*) \times (S^*)) and EXT_D \subseteq ((S^*) \times (R^* \times Y^*)) for modules A and D. The relation EXT_D is defined by
\[(s, (r, y)) \in EXT_D \iff r = y = s,\]
and EXT_A is defined by
\[(s, r), (s)) \in EXT_A \iff s = \min(s_X, s_R) \text{ and } s[i] = x[i] + r[i] \forall i \leq \#s.\]
The external specifications for the system C are identical to those for the cumulative adder module C described in Chapter 3. The external characteristic relation EXT_C \subseteq ((X^*) \times (Y^*)) is defined by
\[(x, (y)) \in EXT_C \iff \#y = \#x \text{ and } y[i] = \sum_{j=1}^{i} x[j] \forall i \leq \#y.\]
In proving the correctness of system C, we must show that the system's internal characteristic relation INT_C is precisely equal to EXT_C. The following
Theorem: \((x, y) \in \text{EXT}_C \iff (x, y) \in \text{INT}_C\)

\(\iff\) \exists a complete execution sequence \(\{s, s^a\}\) for \(C\) such that \(x_0 = x\) and \(y_\infty = y\), where \(x_0\) and \(y_\infty\) are defined by \(s_0 = (x_0, s_0, r_0, y_0)\) and \(s_\infty = \sup_{\text{prefix}} (s, s^a) = (x_\infty, s_\infty, r_\infty, y_\infty)\).

Execution sequences for system \(C\) were formally defined in Section 4.4. We reiterate here that in an execution sequence \(\{s, s^a\}\) for \(C\), each system slice \(s_i\) has the form \(s_i = (x_i, s_i, r_i, y_i)\), and each acknowledged prefix \(s_i^a\) has the form \(s_i^a = (x_i^a, s_i^a, r_i^a, y_i^a)\). We are now ready to develop the correctness proof for system \(C\).

There are two lemmas we shall require that deal with the preservation of a certain kind of channel state relationship as an execution sequence for the system \(C\) is taken to its limit. Lemma 1 is a basic property of least upper bounds of sequences of natural numbers. Lemma 2, which we call the Minimum Limit Lemma, allows us to draw a significant conclusion about the size of certain channel streams in the limit state of an execution sequence.

**Lemma 1:** If \((k_i)\) and \((m_i)\) are nondecreasing sequences of natural numbers and \(k_i \leq m_i\) for each \(i\), and if \(k = \sup(k_i)\) and \(m = \sup(m_i)\), then \(k \leq m\).

**Proof:** For each \(i\) we have \(k_i \leq m_i \leq m\), so \(m\) is an upper bound for \((k_i)\) and is therefore no less than the least upper bound \(k\).

**Lemma 2:** If \((k_i)\), \((m_i)\) and \((n_i)\) are nondecreasing sequences of natural numbers such that \(k_i = \min(m_i, n_i)\) for all \(i\), and if \(k = \sup(k_i)\), \(m = \sup(m_i)\), \(n = \sup(n_i)\), then \(k = \min(m, n)\).
Proof: \( \forall i: k_i \leq m, \) so by Lemma 1, \( k \leq m. \) Similarly, \( k \leq n, \) so \( k \leq \min(m, n). \) We now show that strict inequality leads to a contradiction. If we had \( k < \min(m, n) \) then \( k < m \) and \( k < n, \) so \( \exists i: k < m_i \) (otherwise \( k \geq m \) for each \( i \) would imply \( k \geq m) \) and \( \exists i: k < n_i. \) Now for \( i = \max(i_1, i_2) \) we have \( k < m_i \leq m, \) and \( k < n_i \leq n, \) so \( k < \min(m, n) = k \leq k. \) The result \( k < k \) is a contradiction, which forces \( k = \min(m, n). \)

We now proceed with the main body of the correctness proof for C.

Consistency proof: In this part of the proof, we will use the abbreviation LSL to denote use of the Limit Size Lemma. If we are given a complete execution sequence as in the statement of the Theorem, we must show that if \( x = x_0 \) and \( y = y_{\infty}, \) then \((x), (y) \in \text{EXT}_C. \) This is true if and only if

\[
\#y = \#x \text{ and } y[i] = \sum_{j=1}^{i} x[j] \forall i \leq \#y,
\]

so we shall verify both a size property and an element property of \( y_{\infty}. \) By the input suspension property of an execution sequence, \( x_i = x_0 = x \) for all \( i, \) so we must also have \( x_{\infty} = x. \) In particular, \( \#x_{\infty} = \#x. \) Now we have

\[
\#y_{\infty} = \sup(\#y_i) \quad (\text{LSL})
= \sup(\#s_i^a) \quad (\text{by EXT}_D)
= \#s_{\infty} \quad (\text{LSL})
= \sup(\#s_i) \quad (\text{LSL})
= \sup(\min(\#s_i^a, \#r_i^a)) \quad (\text{by EXT}_A)
= \min(\sup(\#s_i^a), \sup(\#r_i^a)) \quad (\text{by the Minimum Limit Lemma})
= \min(\#x_{\infty}, \#r_{\infty}) \quad (\text{LSL}).
\]

If \( \#x_{\infty} \leq \#r_{\infty}, \) then we have \( \#y_{\infty} = \#x_{\infty} = \#x, \) which is the desired size property. Otherwise, \((*)\) \( \#r_{\infty} \leq \#x_{\infty} \) and we have

\[
\#y_{\infty} = \#r_{\infty}
= \sup(\#r_i) \quad (\text{LSL})
= \sup(1+\#s_i^a) \quad (\text{by EXT}_D)
= 1 + \sup(\#s_i^a)
= 1 + \#s_{\infty} \quad (\text{LSL})
= 1 + \min(\#x_{\infty}, \#r_{\infty}) \quad (\text{from the previous chain of equalities})
= 1 + \#r_{\infty} \quad (\text{by \((*)\)}),
\]

which can only be the case if \( \#y_{\infty} = \#r_{\infty} = \infty. \) But \((*)\) yields \( \infty = \#r_{\infty} \leq \#x_{\infty}. \)
so \( \#x_m = \infty \). This forces \( \#y_m = \#x_m = \infty \), which yields the desired size property in this case as well.

The element condition is straightforward to establish. We need to show that

\[
y_m[k] = \sum_{l|k} x_0[l] \quad \forall k \leq \#y_m.
\]

Now for any \( k \leq \#y_m \), the corollary to LSL implies \( \exists i: k \leq \#y^i \). Since \( y^i \) is a PREFIX of \( y_m \) and \( y^i \) is a PREFIX of \( y_m \), we have \( y_m[k] = y^i[k] = y_i[k] \).

We can now work with the particular system state indexed by \( i \). We have:

\[
y_i[k] = e^i[k] \quad \text{(by EXT_0)}
\]
\[
= s_i[k] \quad \text{(since \( s_i \) is a PREFIX of \( s \))}
\]
\[
= x_i[k] + r_i[k] \quad \text{(by EXT_1)}
\]
\[
= x_i[k] + r_i[k] \quad \text{(since \( r_i \) is a PREFIX of \( r_i \))}
\]
\[
= x_i[k] + (0y_i)[k] \quad \text{(by EXT_0)}
\]
\[
= x_i[k] + (0y_i)[k] \quad \text{(by EXT_0)}
\]
\[
= x_0[k] + (0y_0)[k] \quad \text{(since \( x_0 = x_i \).}
\]

Thus we have \( y_i[k] = x_0[k] + (0y_0)[k] \), which yields the pair of equalities

(1) \[ y_i[1] = x_0[1] \] and

(2) \[ \forall k > 1: y_i[k] = x_0[k] + y_i[k-1] \]

We now claim by induction that for all \( k \leq \#y_i \),

\[
y_i[k] = \sum_{l|k} x_0[l].
\]

The basis step is precisely equation (1) above, and the induction step follows directly by

\[
y_i[k] = x_0[k] + y_i[k-1] = x_0[k] + \sum_{l|k-1} x_0[l] = \sum_{l|k} x_0[l],
\]

in which the second equality is the inductive hypothesis and follows from equation (2) above. But this now gives us the result

\[
y_m[k] = y_i[k] = \sum_{l|k} x_0[l],
\]

which is precisely the required element condition. This completes the consistency portion of the correctness proof for C.

Note that the inductive argument was necessitated by the cyclic structure of the system C. In general, a cyclic system requires induction of some form in
order to establish that its external characteristic relation is satisfied by a complete execution sequence.

For the synthesis portion of the proof, we need to construct an appropriate execution sequence for the system C given an input stream \( x \) and an output stream \( y \). The sequences we construct here shall repeat in periods of four states, as we now show.

**Synthesis proof:** Given streams \( x \) and \( y \) for which \( ((x), (y)) \in \text{EXT}_C \), we must realize the internal behavior of the system \( C \) by an appropriate execution sequence. Let \( k \neq x \) (note that \( k \) may be infinite), and let "\( \Theta \)" denote the stream concatenation operator. We proceed to construct an execution sequence \( \$_0, \ldots, \$_j, \ldots \) in which each system state \( \$_j \) is a 4-tuple \((x_j, s_j, r_j, y_j)\) of dotted channel states.

For each natural number \( i \) starting from zero, define

\( 0 ) \quad \$_0 = (x[1:1] \cdot x[i+1:k], y[1:1] \cdot y[i], 0 \cdot y[1:1] \cdot y[i], y[1:1] \cdot y[i]). \)

For \( i=0 \), this reduces to the case of the initial system state

\( \$_0 = (\cdot x, \cdot s, \cdot 0, \cdot r). \)

For each natural number \( i \) starting from one, define

\( 1 ) \quad \$_{i-1} = (x[1:1] \cdot x[i+1:k], y[1:1] \cdot y[i], 0 \cdot y[1:1] \cdot y[i], y[1:1] \cdot y[i]). \)

\( 2 ) \quad \$_{i+2} = (x[1:1] \cdot x[i+1:k], y[1:1] \cdot y[i], (0 \cdot y)[1:1] \cdot y[i], y[1:1] \cdot y[i]). \) and

\( 3 ) \quad \$_{i+1} = (x[1:1] \cdot x[i+1:k], y[1:1] \cdot y[i], (0 \cdot y)[1:1] \cdot y[i], y[1:1] \cdot y[i]). \)

The above formulas \( (0), (1), (2) \) and \( (3) \) define an infinite sequence of system states \( \$_0, \ldots, \$_i, \ldots \) for which it is again both tedious and straightforward to verify that it is in fact a complete execution sequence for the system \( C \). As before, the gory details are omitted here.

We now make some observations about the sequence that we just constructed. It is cyclic of period four and corresponds to a particular order of system actions. In the states given by formula \( (1) \), a packet has just been absorbed by the A module from the R channel. The states given by \( (2) \)
correspond to module A processing a packet from input channel \( X \). In these states, the value of this input packet is added to the packet recently taken from \( R \) and the sum is seen as a newly-generated packet on channel \( S \) (not yet acknowledged!), denoted by the "\( y[k] \". In the states given by \((3)\), module \( D \) has absorbed a packet from channel \( S \), and this packet is newly visible in the states for the channels \( R \) and \( Y \). The states given by \((0)\) reflect packets output by the system \( C \) having been acknowledged by the outside world.

If the size \( k \) of the input stream \( x \) is finite, then the above sequence of system states will repeat endlessly after \( S_{k+1} \). All states from this point on will be equal to the limit state

\[
(x, y, (0y)_x, y_o)
\]

in which all the input packets have been processed and a complete response has been passed to the outside world. Since the sequence of states is eventually constant in this case, the limit is precisely this repeating terminal state. In the case of an infinite input stream \( x \), the states in the infinite sequence are all distinct, and this terminal state is the limit even though it does not actually occur within the sequence.

This completes the correctness proof for the system \( C \).

5.4. Proof for a nondeterminate system

The correctness proofs given in the two preceding sections have dealt with modules and systems that are explicitly determinate. Our techniques, though, have been designed to handle nondeterminate behavior.
This section contains a correctness proof for the sample nondeterminate system S depicted in figure 5.4-1.

![Diagram of system S]  

System S
- inputs X(integer)
- outputs Y(integer)
- internals U(integer), V(integer)

Submodules
- J inputs X, V; outputs U
- F inputs U; outputs V, Y
- Initially empty

Figure 5.4-1: A sample nondeterminate system S

This system, whose behavior was discussed in the last chapter, is composed from the nondeterminate merge module J and the feedback modified first module F, both of which were described in section 3.3. The nondeterminacy in the system's behavior arises from module J passing on its output channel U an arbitrarily chosen interleaving of the packet streams taken from the two input channels X and V.

We can informally characterize the behavior of system S in response to an arbitrary input stream X. If there are no inputs on channel X, then nothing can be done, and the empty stream is output on channel Y. Otherwise the first input value is taken by module J and eventually passed on channel U. This packet is output on Y, and a packet with value four greater than the given value is sent on V back to module J, where there is a "race" between it and the second input packet. If it wins the race (gets processed and output by J first), then it is output on Y and no further packets get sent out on V. If it loses, it finds itself in successive races with
successive input packets from $X$ until it finally wins. Thus, the system $S$
outputs all of its input packets in the order in which they are presented as
input, but also outputs a packet with value four greater than the first input
packet. This extra packet may appear in the output at any place after the
first packet in the stream. We now proceed to prove that the system $S$
behaves precisely as our informal specification stipulates:

We repeat the definitions of the external characteristic relations
$\text{EXT}_J \subseteq ((X^* \times V^*) \times (U^*))$ and $\text{EXT}_F \subseteq ((U^*) \times (V^* \times Y^*))$ for the modules $J$ and $F$. The relation $\text{EXT}_F$ is defined by

$((u), (v, y)) \in \text{EXT}_F \iff y = u$ and $\delta v = \min(1, \delta u)$ and $v[1] = u[1]$ for all $\delta v$.

and $\text{EXT}_J$ is defined by

$((x, y), (u)) \in \text{EXT}_J \iff u$ is a merge of $x$ and $y$.

Note that $\text{EXT}_F$ is satisfied precisely when $u \subseteq x$ for $x$ and $x$ and $v$ are known as disjoint subsequences of $u$ and $y$ together contain all the elements of $u$. For the
system $S$ as a whole, we have $\text{EXT}_{S,F} ((x^* \times y^*) \times (u^*))$ and $\text{EXT}_{S,F} (y) \subseteq \text{EXT}_{S,F}$ will
hold if and only if both $x$ and $y$ are empty or if $y = 1 + \delta x$ and $y[1] = x[1]$ and $y$ is a merge of $x$ and $x[1]+4$.

We now state the correctness theorem for our realization of the system $S$.

**Theorem:** $((x), (y)) \in \text{EXT}_S \iff ((x), (y)) \in \text{INT}_S$

$\iff \exists a$ complete execution sequence $((S_0, S_1, \ldots, S_n))$ for $S$, such that $x_0 = x$ and

$y_n = y$, where $x_0$ and $y_0$ are defined by $x_0 = (x_0, u_0, v_0, y_0)$ and

and $y_0$ is defined by $y_0 = (S_0, S_1, \ldots, S_n) = (x_0, u_0, v_0, y_0)$.

In an execution sequence for the system $S$, system states are of the form

$((S_0, S_1, \ldots, S_n))$ where $S_i = (x_i, u_i, v_i, y_i)$, and $S_i = (x_i, u_i, v_i, y_i)$. The only

state change can occur if and only if $y_i = 1 + \delta x_i$ and $y_i[1] = x_i[1]$ and $y_i$ is a merge of $x_i$ and $x_i[1]+4$. We now prove that the


property that should be stated here is consistency:

\[((x_i^a, v_i^a), (u_i)) \in \text{EXT}_d \quad \text{and} \quad ((u_i^a), (v_i, y_i)) \in \text{EXT}_f \quad \text{for all} \quad t.\]

There are a few interesting properties relating to least upper bounds and execution sequences which we shall establish before going into the actual details of the correctness proof. These results are contained in the following lemmas.

The following lemma is called the \textit{Sum Limit Lemma} and asserts that the least upper bound of the termwise sum of two sequences is the sum of the least upper bounds of these two sequences. The Sum Limit Lemma will be used in the consistency part of the correctness proof for system \(S\) in the same way the Minimum Limit Lemma was used in the correctness proof for system \(C\) in the preceding section.

\textbf{Lemma}: If \(\{x_i\}, \{y_i\}\) are nondecreasing sequences of natural numbers for which \(x = \sup\{x_i\}\) and \(y = \sup\{y_i\}\), and if we define the sequence \(\{s_i\}\) by \(s_i = x_i + y_i\) for each \(i\), then \(\sup\{s_i\} = x + y\).

\textbf{Proof}: If \(\exists k \forall i > k: x_i = x_k\), then \(x = x_k\). If \(\exists k_2 \forall i > k_2: y_i = y_k\), then \(y = y_k\). If both of these hold, then for \(k = \max(k_1, k_2)\) we have

\[i > k \Rightarrow s_i = x_i + y_i = x_k + y_k = s_k, \quad \text{so} \]

\[\sup\{s_i\} = s_k = x_k + y_k = s_k + y_k = x + y.\]

Otherwise, \(\{x_i\}\) and \(\{y_i\}\) are not both eventually constant, so at least one of these two sequences must increase without bound. If it is \(\{x_i\}\) that is unbounded, then \(x = \infty\), which gives us

\[\sup\{s_i\} = \sup\{x_i + y_i\} \geq \sup\{x_i\} = x = \infty = \infty + y = x + y.\]

This completes the proof.

Before we get into the actual correctness proof for system \(S\), there is one more preliminary result that needs to be established. Suppose a packet system is in a state for which all packets have already been acknowledged.
(In terms of "dot notation," all the dots for this state will be at the right-hand end of their streams.) We would like to infer from this that the system is in a limit state, i.e. has finished its ultimate response to the presented input. In other words,

**Lemma**? If \( S_j = S_i \) in an execution sequence \( \{(S_i, S_i^a)\} \) for a given system, then \( S_j = S_i^a = S_i = \text{map}\{S_i^a\} \).

Unfortunately, this is not always true. There are circumstances under which the notion of "ultimate response" is not well defined. Consider a module with one input channel and one output channel, and suppose that if it is presented the input stream \( \{a\} \), then either of the two output streams \( \{b\} \) or \( \{b, c\} \) constitutes a valid response. If the module outputs a packet with value \( b \), then it may be considered as having fully responded to its input packet \( \{a\} \).

But it cannot be determined whether or not the packet \( \{b\} \) will come out subsequently, so there is no way to tell when the module has yielded its ultimate output, i.e. finished responding to its input. This kind of anomaly occurs if a module allows two distinct ultimate output responses to some given input slice, and one of these output slices is a prefix of the other. If we can rule out such situations, then the condition stated above will be satisfied. Accordingly, we define a module to be strict if its behavior prohibits one output slice from being a prefix of another if there is some input slice to which the two given output slices are distinct valid responses.

Formally, we have

**Definition**: A module \( M \) is strict if whenever we have \( (S_{\text{in}}, S_{\text{out}}) \in \text{EXT}_M \) and \( (S_{\text{in}}, S'_{\text{out}}) \in \text{EXT}_M \), then \( S_{\text{out}} \) being a prefix of \( S'_{\text{out}} \) implies \( S_{\text{out}} = S'_{\text{out}} \).
All determinate modules are obviously strict, and any module for which the sizes of the output streams are functionally determined from the inputs will also be strict. This includes the nondeterminate merge module $J$. We now state the corrected lemma.

**Lemma:** If all modules in system SYS are strict, and if $s_j = s_j^a$ in an execution sequence $(s^n, s_j^a)$ for SYS, then $s_j = s_j^a = s_\infty = \sup \{s_i^a\}$.

**Proof:** For any possible system state $(s_j, s_{j+1}^a)$ that can follow the given state $j$, we must have $s_j^a$ PREFIX $s_{j+1}^a$ PREFIX $s_j = s_j^a$, which forces

$$ (1) \quad s_j^a = s_{j+1}^a. $$

Also, $s_j = s_j^a$ PREFIX $s_{j+1}^a$ PREFIX $s_{j+1}$, so

$$ (2) \quad s_j \text{ PREFIX } s_{j+1}. $$

Now equation (1) implies that for each module $M$ in the system, its input slice remains unchanged between state $j$ and state $j+1$. Equation (2) implies that M's output slice at state $j$ is a prefix of M's output slice at state $j+1$. But M is strict, so its output slices at these two states must be equal. Since this holds for all modules in the system simultaneously, we must have $s_j = s_{j+1}$. Thus no successor state to $j$ may differ from it, so the state at $j$ must be a limit state. This establishes the desired result.

We call the above lemma the Cutoff Lemma because it "cuts off" an execution sequence once all packets are acknowledged.

We now proceed with the main body of the correctness proof for the system $S$. We must prove that the external relation $\text{EXT}_S$ coincides with the internal relation $\text{INT}_S$. The proof divides into the two usual portions.

**Consistency proof:** Given a complete execution sequence $(s^n, s_i^a)$ for $S$, let $x = x_0$ and $y = y_\infty$. To show $((x), (y)) \in \text{EXT}_S$, there are two cases to consider. If $x = \epsilon$, then the initial state must be given by $(x_0, u_0, v_0, y_0) = (\epsilon, \epsilon, \epsilon, \epsilon)$, so by the Cutoff Lemma we have $y_\infty = y_0 = \epsilon$. Thus $\text{EXT}_S$ is always satisfied in this case. Otherwise $\#x \geq 1$, and we have
the following chain of equalities for the size condition:

\[ \#y_n = \sup(\#y) \quad (LSL) \]
\[ = \sup(\#u) \quad (by \ EXT_f) \]
\[ = \#u \quad (LSL) \]
\[ = \sup(\#u) \quad (LSL) \]
\[ = \sup(\#x_i + \#v) \quad (by \ EXT_f) \]
\[ = \sup(\#x) + \sup(\#v) \quad (by \ the \ Sum \ Limit \ Lemma) \]
\[ = \#x_0 + \#v \quad (LSL). \]

Now we also have

\[ \#v = \sup(\#v) \quad (LSL) \]
\[ = \sup(\min(1, \#u)) \quad (by \ EXT_f) \]
\[ = \min(1, \sup(\#u)) \quad (by \ the \ Minimum \ Limit \ Lemma) \]
\[ = \min(1, \#u) \quad (LSL). \]

Now by EXT, \#u = \#x + \#v = \#x_0 + 0 > 0. Thus \#u \geq \#v \geq 1, so \#v = 1 \]
and \#y = 1 + \#x, which is the required size condition.

To establish the element condition, we must show that y[1] = x[1] and y is a
merge of x and (x[1]+4). We first note that v = e (by the initial state
property) and v = e (as proved above), so there must be a state j for which
v_j = e and v_j = e. Now by the connection property, v_j = e so
v = e, which by EXT_f implies u = e. But by EXT_f, as long as v = e we
have u = xe \prefix v. Then since u = e and u = e, we must have
thus, by using EXT_f again we obtain y[1] = u[1] = x[1]. Since this holds
for all n \geq i, we must have y[1] = x[1].

What is left to show is that y is a merge of x and (x[1]+4). We have
already shown that there is a state j for which u[1] = x[1]. Then by EXT_f
we have v = (x[1]+4). Now by completeness of the execution sequence there
must be a state j for which x \prefix v and v \prefix v. Since
x_j = x = x and since \#v = \#v = 1 for all j, this means that for
the j we just chose we must have x = x_j and v = v_j = (x[1]+4). But now
by EXT_f, u must be a merge of x_j and v_j, which means U is a merge of x
and v = (x[1]+4). Now we use the completeness property again: given j,
there must be a state k for which u \prefix u_k. By EXT_f, y_k = u_k \prefix
and by another use of completeness there is a state m such that y_m \prefix u.
But
then $y_m^a$ PREFIX $y_m$, and by tracing a transitive chain of subsequences and prefixes we obtain $u_j$ SUBSEQ $y_m$ SUBSEQ $y_m^a$. Finally, since $x$ and $(x[1]+4)$ occur in $u_j$ as disjoint subsequences, they must occur in $y_m$ as disjoint subsequences. But $x = x_m$ and $(x[1]+4) = v_m$ represent all the packets that can ultimately be passed on channels $X$ and $V$, so all the packets that can ultimately be passed on channel $U$ are contained in $u_j$. Similarly, all the packets that can ultimately be passed on channel $Y$ are contained in $y_m$. Thus $y$ is a merge of $x$ and $(x[1]+4)$, satisfying $\text{EXT}_S$, which completes the consistency portion of the proof.

The element condition was extremely difficult to verify, because we had to go tracing the progress of individual packets through the system. There seems to be no readily available method to simplify this proof, despite the elementary system structure.

For the synthesis part of the proof, if the system’s input and output streams are nontrivial, then the execution sequences will repeat in periods of three states. The construction is now given.

*Synthesis proof:* Given $((x), (y)) \in \text{EXT}_S$, we must construct a complete execution sequence to realize this behavior of $S$ internally. The execution sequence will be of the form $s_0, \ldots, s_p$ in which each system state $s_i$ is a 4-tuple $(x_i, u_i, v_i, y_i)$ of dotted channel states. If $x = \varepsilon$, then we must have $y = \varepsilon$, and the required execution sequence will have all states identical to $(*, *, *, *).$ Otherwise, $\#x$ will be some $k > 0$ (we allow the possibility of $k = \infty$). In this case, $y$ must be of size $\#y = k+1$. There must also be some finite index $m$ such that $1 < m \leq k+1$ and $y[m] = x[1]+4$. Moreover, the concatenation of the remaining elements of $y$ must satisfy

$$y[1:m-1] \circ y[m+1:k+1] = x,$$

which means that

$$y = x[1:m-1] \circ x[1]+4 \circ x[m:k].$$

(We are abusing notation here to let "$\circ" concatenate packets with streams). We now construct our execution sequence for $x$ and $y$. The stream $v$ is
defined by \( v = (x[1]+4) \).

For each natural number \( i \) from zero through \( m-1 \) inclusive, define

\[
(A0) \; s_{3i} = (x[1:i]+x[i+1:k], x[1:i], v[1:i], x[1:i+1])
\]

When \( i=0 \), this reduces to the case of the initial system state

\[
s_0 = (x, *, *, *)
\]

For each natural number \( i \) from one through \( m-1 \) inclusive, define

\[
(A1) \; s_{3i+1} = (x[1:i], x[i+1:k], x[1:i+1], v[1:i], x[1:i+1])
\]

\[
(A2) \; s_{3i+2} = (x[1:i], x[i+1:k], x[1:i+1], v[1:i], x[1:i+1-1], x[1:i+1])
\]

We now define the specific system states

\[
(B1) \; s_{3m-1} = (x[1:m-1], x[m:k], x[1:m-1], v[1], v[1], x[1:m-1])
\]

\[
(B2) \; s_{3m} = (x[1:m-1], x[m:k], x[1:m-1], v[1], v[1], x[1:m-1], v[1])
\]

Finally, for each natural number \( i \geq m+1 \), define

\[
(C1) \; s_{3i-2} = (x[1:i], x[i+1:k], x[1:i-1], v[1], x[1:i-1], v[1], x[1:i-1], x[1:i-2])
\]

\[
(C2) \; s_{3i-1} = (x[1:i], x[i+1:k], x[1:i-1], v[1], x[1:i-1], v[1], x[1:i-1], v[1])
\]

\[
(C3) \; s_i = (x[1:i], x[i+1:k], x[1:i-1], v[1], x[1:i-1], v[1], x[1:i-1], v[1])
\]

When \( i \geq k+1 \), formula \( (C3) \) generates the system state

\[
s_i = (x, x[1:m-1], v[1], x[m:k], v[1], x[1:m-1], v[1], v[1])
\]

which is a limit state for system \( S \).

The above set of formulas generates a well-defined infinite sequence of system states \( s_0, s_1, \ldots \) for which it is once again unenlightening to verify that it is a complete execution sequence for \( S \).

The formulas we have just given require some comment in order to be properly understood. The execution sequence constructed above consists of three parts \( (A), (B) \) and \( (C) \). Part \( (A) \) corresponds to the first \( m-1 \) packets from \( X \) being passed through the system and out on \( Y \). In the states given by formula \( (A1) \), module \( J \) has received a packet from \( X \) and is passing it out on channel \( U \). In the states given by formula \( (A2) \), module \( F \) has absorbed this
packet and is passing it out on channel \( Y \). For the first packet \( F \) receives, it also sends out on channel \( V \) the value of this packet incremented by 4. The states given by \((A0)\) correspond to the outside world receiving an output packet and acknowledging it. Part \((B)\) handles the processing of the one packet passed on channel \( V \). In state \((B1)\), this packet is absorbed by \( J \) and passed on \( U \); in state \((B2)\), it is received by \( F \) and passed out on \( Y \); and in state \((B0)\), it is received and acknowledged by the outside world. Part \((C)\) treats the processing of the remaining input packets from the \( m \)-th on: the states given by formulas \((C1)\), \((C2)\) and \((C0)\) correspond respectively to those given by \((A1)\), \((A2)\) and \((A0)\).

The proof of correctness for the nondeterminate system \( S \) is now complete. We shall talk about more general proof techniques in the next section.

5.5. Proving correctness of more complex packet systems

So far in this chapter, we have given correctness proofs for three particular packet systems. All three systems are rather simple in both behavior and structure, but a lot of machinery has to be manipulated in order to verify them. There is a significant problem that arises in considering how to apply the techniques that have been developed here to larger, more useful systems. As systems increase in complexity, their formal descriptions and correctness proofs grow more complex at a much faster rate. Proving the correctness of packet systems that are substantially larger than the toy-sized ones we treated may thus turn out so complicated as to be of dubious
practicality. The only remedy for this kind of situation is to somehow reduce the complexity of packet systems as they are seen from within correctness proofs. We now address this issue.

Much of the complexity in our correctness proofs comes from setting up execution sequences. However, execution sequences were introduced into our model to handle one particular characteristic of system structure, which is cyclic interconnection dependencies. When a system's structure is acyclic, its internal specifications may be characterized much more simply than through execution sequences. We shall prove that the internal characteristic relation of an acyclic system may be realized as an appropriate functional or relational composition of the external characteristic relations of the component modules. Consider, for example, the system SYS illustrated in figure 5.5-1.
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Figure 5.5-1: An acyclic packet system.

Suppose that the external specifications for the modules A, B and C are given by the respective characteristic relations $\text{EXT}_A$, $\text{EXT}_B$ and $\text{EXT}_C$. Let us also assume that the module A is determinate, which makes the relation $\text{EXT}_A$
functional over \(((W^2) \times (P^2 \times Q^2))\). Then there are two stream functions, 
\(ap: W^2 \to P^2\) and \(aq: W^2 \to Q^2\), which together characterize the behavior of
module A. The internal characteristic relation \(\text{INT}_{\text{SYS}}\) for system SYS is given
by the composition
\[\((w,x), (y,z)\) \in \text{INT}_{\text{SYS}} \iff \exists t: ((x, aq(w)), (r,z)) \in \text{EXT}_C \land \((ap(w),r), (y)) \in \text{EXT}_B.\]
This compositional characterization relieves us of the need to go into the
complications of execution sequences with the acyclic system SYS.

We can give a general formulation of how the internal
specifications of any acyclic packet system can be characterized as an
appropriate composition of the external characteristic relations of the
component modules. Our formulation has one condition on it: the external
characteristic relations of the component modules must all be continuous.
Continuity was defined in the preceding chapter. The formulation is
contained in the statement of the following theorem:

**Theorem:** If an acyclic system SYS has the structural description

\[
\begin{align*}
\text{System } SYS & \quad \text{ inputs } W(-\to), \ldots, X(-\to); \\
& \quad \text{ outputs } Y(-\to), \ldots, Z(-\to); \\
& \quad \text{ internals } U(-\to), \ldots, V(-\to) \\
\text{ Submodules} & \quad \vdots \\
& \quad \vdots \\
& \quad M \text{ inputs } P, \ldots, Q; \text{ outputs } R, \ldots, S \\
& \quad \vdots \\
& \quad \vdots \\
\text{ Initially } & \quad U(<u_0>, \ldots, V<v_0>, Y<y_0>, \ldots, Z<z_0>
\end{align*}
\]

and if for each component module M the external characteristic relation \(\text{EXT}_M\)
is continuous, then
\[\((w_{\ldots,x}), (y_{\ldots,z})\) \in \text{INT}_{\text{SYS}} \iff \exists u_{\ldots,v} \forall M ((p_{\ldots,q}), (r_{\ldots,s})) \in \text{EXT}_M.\]
One has to examine the statement of the theorem carefully in order to observe that it in fact characterizes $\text{INT}_{\text{SYS}}$ as a composition of the external characteristic relations $\text{EXT}_M$. The crucial point is the existential quantification of the channel streams $u, v$ through which the $\text{EXT}_M$ relations are composed. Proving the theorem requires two directions of argument. The "left to right" implication asserts that given a complete execution sequence realizing an instance of the behavior of $\text{SYS}$, there are appropriate internal channel streams connecting the input to the output in a manner satisfying all the $\text{EXT}_M$ relations. This will be proved by using the Limit Existence Theorem and the continuity of the $\text{EXT}_M$. Note that this part of the proof does not use the assumption that the system structure is acyclic.

The reverse implication asserts that anything realized as the given composition of the $\text{EXT}_M$ must also be realized by a complete execution sequence for $\text{SYS}$. This direction of proof is more difficult, and we need three preliminary lemmas in order to prove it. Lemma 1 is a simple property of insertion mappings that realize streams as subsequences of other streams. Lemma 2 asserts that a subsequence relation between streams is unaffected by the presence or absence of certain packets in the streams. Lemma 3 asserts that in producing execution sequences for the proof of the theorem, one can always find a sequence of acknowledged prefixes so as to assure completeness.

We now proceed with the lemmas and the proof of the theorem.

**Lemma 1:** If $f$ is any insertion, then $f(i) \geq i$ for all $i$ in the domain of $f$.

**Proof:** The result is obviously true for $i = 1$. Inductively, if we assume it true for $i = m$, then we have $f(m+1) > f(m) \geq m$, which implies $f(m+1) \geq m+1$. 
Lemma 2: If $x \subseteq \text{SUBSEQ } y$ and if there is a $m \leq \# x$ such that 
$x[1:m-1] = y[1:m-1]$ and $x[m] = y[m]$, then $x \subseteq \text{SUBSEQ } y'$, where 
$y' = y[1:m-1] \oplus y[m+1:\# y]$.

Proof: For any insertion $i$ of $x$ into $y$, define the function $g$ by

$$g(i) = \begin{cases} i \leq m & \text{if } i < m \text{ then } i \text{ else } f(i) \end{cases}.$$

$g$ is an insertion of $x$ into $y$ which is the identity mapping over the first $m-1$ values. By Lemma 1, $g(m) \geq m$, but $y(m) \neq x(m)$ rules out $g(m) = m$. We thus have both $g(m-1) = m-1$ and $g(m) > m$, which imply that $m$ is not in the range of $g$. This fact, together with the fact that $y[i] = y'[i-1]$ for $i > m$, makes the function $h$ defined by

$$h(i) = \begin{cases} i < m & \text{if } i < m \text{ then } g(i) \text{ else } g(i)-1 \end{cases}$$

an insertion of $x$ into $y'$, which proves the lemma.

Lemma 3: If $(c_i)$ is a sequence of streams such that $\forall i: c_i \subseteq \text{SUBSEQ } c_{i+1}$, and if $c = \sup_{\text{SUBSEQ }} \{c_i\}$ is uniquely defined, then there is a sequence $(c_i^a)$ of streams such that $\forall i: c_i^a \subseteq \text{PREFIX } c_i$ and $\forall i: c_i^a \subseteq \text{PREFIX } c_{i+1}^a$ and $\sup \{c_i^a\} = c$.

Proof: For each $i$ we shall let $c_i^a$ be the longest prefix of $c_i$ that is also a prefix of all the $c_j$ following $c_i$. More precisely, let

$$m_i = \sup \{n \leq \# c_i : c_i[1:n] = c_i[1:n] \forall j > i\}$$

and

$$c_i^a = c_i[1:m_i].$$

Clearly, $(m_i)$ is nondecreasing, so $c_i^a \subseteq \text{PREFIX } c_{i+1}^a$ and $c_i^a \subseteq \text{PREFIX } c_i$ for all $i$. If $m = \sup m_i = \sup \{\# c_i^a\}$, we must show $m = \# c$. Since it is clear that $m \leq \# c$, this will be proved by contradiction; we shall assume $m < \# c$ and show that the sequence $(c_i)$ has another least upper bound under $\text{SUBSEQ}$ besides $c$.

If $m < \# c$, then there is some $i$ for which $m_i = m$ and $\# c_i > m$. We shall claim that the existence of this $i$ forces the existence of a stream $c' = c$ such that $c' \subseteq \text{SUBSEQ } c$ and $\forall j: c_j \subseteq \text{SUBSEQ } c'$, contradicting the unique definition of $c = \sup_{\text{SUBSEQ }} \{c_i\}$. First observe that

$$(1) \quad c_i[1:m] = c_i[1:m] \forall j > i = c_i[1:m].$$

Now take any $j > i$; since $c_i \subseteq \text{SUBSEQ } c_j$ (by transitivity of $\text{SUBSEQ}$) we have $\# c_j \geq \# c_i > m$. We first claim that

$$(2) \quad c_i[1:m] \subseteq \text{PREFIX } c.$$

If this is not true, then there must be some $n \leq m$ for which $c_i[1:n-1] = c[1:n-1]$ and $c_i[n] = c[n]$. But then Lemma 2 implies that
c_i \text{ SUBSEQ } c', \text{ where } c' = c[1:n-1] \oplus c[n+1:|c|]. \text{ Since the value of } n \text{ is independent of our choice of } j, \text{ by equation (1), this makes } c \text{ an upper bound for all the } c_i \text{ beyond } c_i \text{ under SUBSEQ, and hence for all the } c_i. \text{ But } c' = c \text{ and } c' \text{ SUBSEQ } c, \text{ which makes } c' \text{ a lesser upper bound than } c, \text{ giving us the desired contradiction. This establishes equation (2).}

There are now two cases to consider. If c_{i+[m+1]} = c_{i+[m+1]}, \text{ then since equation (2) implies } c[i:|c|] = c[i:|c|], \text{ we can apply Lemma 2 to obtain } c_i \text{ SUBSEQ } c', \text{ where } c' = c[1:|c|] \oplus c[|c|+1:|c|]. \text{ Otherwise, } c_{i+[m+1]} = c_{i+[m+1]}, \text{ and since } m+1 > a = m, \text{ there must exist a } k > j \text{ for which } c_{i+k} = c_{i+k}. \text{ But } c_{i[1:m]} = c[1:m] = c[1:m], \text{ so as in the first case we must have } c_i \text{ SUBSEQ } c'. \text{ The transitivity of SUBSEQ then yields } c_i \text{ SUBSEQ } c$, SUBSEQ $c'$. In either case we must have $c_i \text{ SUBSEQ } c'$, which makes $c'$ an upper bound for all the $c_i$ under SUBSEQ. But $c \text{ SUBSEQ } c$, which again produces the desired contradiction. Thus it is impossible to have $m \neq 0$, so we must have $m = \sup \{\#c_i\} = \#c$. This completes the proof.

\textbf{Proof of the theorem (\(\Rightarrow\))}: In this half of the proof, we do not use the assumption that SYS is acyclic. Suppose $((w_\gamma, x), (\nu_\gamma, y)) \in \text{ Ext}_{\text{sys}}$. This means there is a complete execution sequence for SYS realising the slice $(y, y)$ as an ultimate output response to the input slice $(w_\gamma, x)$.

If the execution sequence is given as $((w_\infty, x), (\nu_\infty, y))$, then the limit state is given by $(s_m, s_m)$, where $s_m = \sup \{\#c_i\}$. The limit slice $s_m$ will have the form $(w_\infty, \ldots, x_\infty, u_\infty, \ldots, y_\infty, \ldots, x_\infty)$. We claim that $u_\infty, \ldots, y_\infty$ are the desired values $u, \ldots, v$ for which all the component modules' external characteristic relations are satisfied.

For each module $M$ with input channels $p, \ldots, q$ and output channels $r, \ldots, S$, the following three properties are true for all $h$

1. $(p, \ldots, q) \text{ PREFIX } ((p, \ldots, q)\text{ prefix })$
2. $(r, \ldots, q) \text{ SUBSEQ } ((r, \ldots, q)\text{ prefix })$
3. $((p, \ldots, q), (r, \ldots, q)) \in \text{ Ext}_{M}$

Applying the Limit Existence Theorem to these slices, we have

4. $(p, \ldots, q) = \sup \text{ PREFIX } ((p, \ldots, q)\text{ prefix })$
5. $(r, \ldots, q) = \sup \text{ SUBSEQ } ((r, \ldots, q)\text{ prefix })$ is the unique L.U.B.

so by continuity of $M$ we have $((p, \ldots, q), (r, \ldots, q)) \in \text{ Ext}_{M}$, which is the desired result.
result.

**Proof of the theorem** ($\preceq$): Suppose we are given a stream for each channel of SYS such that the external characteristic relation $\text{EXT}_M$ of each module $M$ is satisfied. We need to construct an appropriate complete execution sequence for SYS. If SYS has acyclic structure, then we may order its channels $C_1, \ldots, C_n$ so that if there is a path from $C_1$ to $C_2$ through the system, then $C_1$ must come before $C_2$ in the ordering. For each channel $C$ in turn, taken according to this ordering, we must construct a sequence $\langle c, c, \hat{a} \rangle$ of channel states such that the limit state for $C$ is $\langle c, c \rangle$, where $c$ is the given stream for $C$.

Each channel $C$ is either a system input channel or else there is a module $M$ for which $C$ is an output channel. In the former case, we define $\langle c, c, \hat{a} \rangle = \langle c, c[1:1] \rangle$, where $c$ is the given stream for channel $C$. From this, it must follow that $\sup_{\text{PRECEDES}} \{ c, c, \hat{a} \} = \langle c, c \rangle$. In the latter case, all the input channels of module $M$ have already had appropriate channel sequences constructed, so we already have a sequence of acknowledged prefixes of input slices for $M$, ordered by the PREFIX relation and with a unique l.u.b. under PREFIX. Since the given stream $c$ for channel $C$ is related to this unique limit through $\text{EXT}_M$, by continuity of $M$ there exists a sequence $\{ c_i \}$ of channel streams for $C$ such that $c_i \text{ SUBSEQ} c_{i+1}$ for all $i$ and such that $c = \sup_{\text{SUBSEQ}} \{ c_i \}$ is uniquely defined. Moreover, $\text{EXT}_M$ is satisfied at each state $i$. By Lemma 3, then, we may define the sequence $\{ c, \hat{a} \}$ such that for all $i$, $c, \hat{a} \text{ PREFIX} c_{i+1}, \hat{a}$, and such that $\sup_{\text{PREFIX}} \{ c, \hat{a} \} = c$. Thus $c = \sup_{\text{PREFIX}} \{ c, \hat{a} \}$, so in this case, too, we have $\sup_{\text{PRECEDES}} \{ c, c, \hat{a} \} = \langle c, c \rangle$.

In this way we construct for each channel a sequence of channel states for which the given channel stream is the limit. This gives us a sequence of system states satisfying all the requirements for a complete execution sequence except two: the initial state property and the connection property. The initial state property is in a sense trivial, since given any system SYS there is a corresponding system $\text{SYS}'$ consisting of matching modules connected in the same way such that the behavior of $\text{SYS}'$ is identical to that of SYS internally as well as externally, and such that the initial state of $\text{SYS}'$ is empty, with $s_0 = (e, \ldots, e)$. $\text{SYS}'$ is easy to describe: its specifications are identical to those of SYS except for an empty initial state.
and for external characteristic relations defined by
\[(S_{\text{Init}}, S'_{\text{Init}}) \in \text{EXT}_{M'}(\leq \iff S'_{\text{Init}} = S_{\text{Init}} \land S_{\text{Init}} \land (S_{\text{Init}}, S'_{\text{Init}}) \in \text{EXT}_{M}).\]

The connection property does not hold for the sequence constructed above, since \(c_{i-1}^e\) is not necessarily a prefix of \(c_i^e\). However, we may interpolate a channel state \((c_i, c_i^e)\) between \((c_{i-1}, c_{i-1}^{e_1})\) and \((c_i, c_i^e)\) so that the connection property is satisfied. If we define \(c_{i'} = c_{i-1}\) and \(c_{i'}^{e_1} = c_i^e\), then we have \(c_{i'} \leq \text{PREFIX} \quad c_{i'}^{e_1} \leq \text{PREFIX} \quad c_i^{e_1} \leq \text{PREFIX} \quad c_{i-1} \leq \text{SUBSEQ} \quad c_{i'} \leq \text{SUBSEQ} \quad c_{i-1} \leq \text{PREFIX} \quad c_{i'} \leq \text{PREFIX} \quad c_{i-1}^{e_1} \leq \text{PREFIX} \quad c_i^{e_1} \leq \text{PREFIX} \quad c_i\). In this way, the required execution sequence is constructed by inserting “primed” system states between each pair of existing system states. This completes the proof.

With proper use of this theorem, we can greatly simplify correctness proofs, since acyclic packet systems may be specified and verified much more easily through the use of relational and functional composition than by working with execution sequences.

The hierarchical structuring of packet systems allows us to apply acyclic simplification techniques even to verification of systems with directed cycles. Since a packet system is an interconnection of component modules, any portion of a system may be itself viewed as a system. The packet system S shown in figure 5.5-2 has a fairly complex structure, including a directed cycle between modules F, G and H. We can greatly simplify this structure for proof purposes by regarding the portion of S consisting of modules A, B, C, D and E as a packet system S1 (figure 5.5-3). The system S1 is acyclic and easy to specify; its internal characteristic relation \(\text{INT}_{S1}\) is an appropriate composition of the external characteristic relations for the modules A, B, C, D and E. But the principles of packet communication architecture allow us to treat system S1 as a module whose external characteristic relation \(\text{EXT}_{S1}\) is precisely \(\text{INT}_{S1}\). Thus we can reduce the structure of system S to be as
Figure 5.5-2: A more complex system structure.

Figure 5.5-3: Five modules forming a system S1 within S.

Figure 5.5-4: Simplified structure for system S.
shown in figure 5.5-4. For the system $S$, our acyclic simplification technique has reduced the structural complexity by one-half.

It is possible to carry our technique further by treating the portion of system $S$ consisting of modules $F$, $G$ and $H$ as a system $S_2$ (figure 5.5-5).

![Diagram of system $S$ with $S_2$ highlighted]

Figure 5.5-5: A second system $S_2$ within $S$.

This manipulation simplifies the structure of system $S$ enormously, reducing it to what is shown in figure 5.5-6.

![Diagram of further simplified structure]

Figure 5.5-6: Further simplified structure for system $S$.

This structure is acyclic and therefore simple to characterize. It may seem that we have reduced our proof to the point of triviality, but this is not the
case. The only way to determine the specifications for the cyclic system $S_2$
is through execution sequences; thus, the proof for system $S$ has been
essentially reduced to a characterization and correctness proof for the new
system $S_2$. For a general system, structural composition techniques such as
these can greatly reduce the complexity of correctness proofs, but in the
presence of directed cycles there still is no way to avoid the intricacies of
execution sequences.

We have just seen how the structure of a packet system can be
simplified for proof purposes by "collapsing" portions of the system into
modules. Using this technique together with the theorem we proved about
acyclic systems can greatly reduce the complexity of packet system
verification.

In this chapter, we have shown how our model for specifying
packet systems can be applied to proving them correct. There is no question
that the correctness proofs presented here are complicated even for small
systems. However, part of the complexity found in these proofs was
contained in the development of a basic set of lemmas that can serve as
building blocks for other proofs. There are a number of approaches to
generalizing the proof techniques that have been presented here, and we will
describe some of them in the next chapter.
CHAPTER 6: CONCLUSIONS

6.1. Review of the research

The basic task of this research has been the development of a methodology for formally describing the behavior of packet communication systems. The work here was motivated by the notable difficulty of designing computer systems and, more specifically, in making sure that they act correctly. Consequently, one of the major goals underlying the specification techniques presented here has been suitability for formal verification of system correctness. We have taken a particular view of systems: hardware systems composed by interconnecting smaller units. The research presented here has been a first attempt to formally describe and verify the behavior of systems viewed in this way.

The class of packet communication systems is distinguished by a number of desirable system structuring properties that facilitate description and verification. Our approach to specification depends on the properties of modularity, hierarchy, speed independence and uniformity of interface. Until now, the principal benefits under which packet systems have been promoted have concerned the fact that the asynchronous, concurrent operation of packet systems allows for faster system performance by allowing for more efficient scheduling of the available computational resources. This document has, for the first time, identified those properties of packet communication architecture which make packet systems well-structured and amenable to formal description. Appropriate use of the concepts of structured system design
makes it easier to design and understand systems even without formal verification; with formal methods, system correctness can be mathematically demonstrated as well.

Systems may be viewed externally, through their interaction with the outside world, or internally, in terms of their composition from smaller components. From an external point of view, the behavior of a packet system is the relationship between sequences of packets transmitted on the system's input and output channels. The denotational approach we have taken towards external specifications for packet systems is elegant precisely because it gives direct mathematical expression to these sequences of packets; the formal descriptions that constitute our external specifications contain no extraneous notions that would only serve to occlude the relevant behavioral properties. Thus, the use of mathematical operations on streams provides an appropriate level of abstraction to aid in the formal description of system behavior.

Denotational specifications may be provided for modules at all the hierarchical levels of abstraction in a packet system. This gives a complete formal description of the behavior of the system and all the component modules in it, from the top level down to the primitive modules at the bottom. In order to verify the system, it must be shown that at each level the given modules are interconnected so as to perform the correct function. Because of the great difficulties involved in providing a denotational characterization for the behavior of an interconnection of nondeterminate modules, an operational approach to system verification was chosen. There is no existing methodology for formally describing compositions of either
hardware or software systems, let alone verifying them. With the notion of execution sequences, the behavior of a system can be expressed in terms of the behavior of its component modules and the way they are structurally fitted together. By handling determinate and nondeterminate systems in a uniform fashion, the research here constitutes a substantial innovation in the field of system specification.

Another advantage of our formulation of execution sequences is that they are built up directly from sequences of packet transmissions on system channels. This basic notion is an effective abstraction for describing the internal operation of packet systems, since it matches the occurrences that are being modeled. Moreover, for nondeterminate behavior, the moment at which a module decides which of several alternative actions to perform is captured by the way we have defined the notion of acknowledged prefixes of channel streams. Decisions based on the arrival of a particular packet are regarded as being made when the packet's receipt is acknowledged. All the notions embodied in execution sequences for packet systems have been developed in such a way as to be consistent with respect to the physical properties of the system. Thus, execution sequences as presented here not only describe system behavior and allow for formal verification, but also support appropriate conceptual abstractions.

In addition to the basic development of our specification model, we have demonstrated its applicability to verification by working out correctness proofs for three sample packet systems. In the course of these proofs, we stated and proved a number of auxiliary lemmas. Some of these lemmas,
although they were used just in the amount of the proof in which they
were contained, are actually suitable for more general use. The Limit Size
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architecture, we have exhibited a high-level descriptive formalism for specifying the interaction of packet modules and systems with the outside world; we have formalized the concept of what it means for a system to be composed of modules and how its operation may be defined in terms of the behavior of the component modules; and we have begun the development of methods for formal verification of the correctness of packet systems.

6.2. Future work

The work here has opened up the way for a great deal of further research into system specification and verification. There are two principal areas open for future investigation: the use of streams and stream operations in external specifications, and generalization of our proof techniques to more complex systems.

There is no way to reduce the complexity of the external characteristic relations of modules within a packet system, but it is feasible to develop higher-level descriptive formalisms for treating streams and their operations. Recall, for example, the adder module $A$, which adds corresponding packets from its input channels $X$ and $R$ to yield the packets for its output channel $S$. We characterized its behavior by the relation $\text{EXT}_A$ defined by

$$(x, r) \in \text{EXT}_A \iff s = \min(x, r) \land a[i] = x[i] + r[i] \quad \forall i \leq s;$$

At a higher level, we should be able to view this relation as a functional operation on streams, expressed as $s = x + r$. Of course, in order to use such higher-level descriptions profitably in proofs, we would need to develop a methodology for performing various manipulations on them. With such a
methodology, it seems that correctness proofs can be further simplified by bringing the level of formal description closer to our conceptual view of packet systems and their operation.

There is even more room for further research in studying the development of a general proof methodology for verifying packet systems. Given a particular packet system, it is a lengthy exercise to work out the details of a correctness proof, but a general proof methodology would yield a systematic approach to the art of proof generation. We now discuss some of the issues involved in abstracting the correctness proofs we devised.

All of our correctness proofs have both a consistency part and a synthesis part. The consistency part is set up to show that for a given execution sequence, the system input and output slices satisfy the external specifications for the system. Since the external specifications are given in terms of streams, the consistency part consists of showing that various streams satisfy desired properties. For our proofs, these properties relate to the size and elements of the streams. Accordingly, the consistency portion of a correctness proof is often divided into two parts: a size condition and an element condition. The synthesis portion of a correctness proof entails the construction of execution sequences to realize given system behavior. These two parts, consistency and synthesis, compose the framework of a correctness proof for any packet system.

In order to produce a correctness proof for the general case of an arbitrary packet system, one must develop a set of tools for handling the parts of a proof mentioned above. We now discuss each of these parts in detail.
For the consistency portion of a correctness proof, we need to establish chains of equalities connecting the various system input and output streams. Construction of such chains, of course, is accomplished through the use of the external specifications of the component modules of the system. With all but the most trivial of systems, separate chains must be set up to handle the size and element properties of the channel streams.

In our proofs of the systems C and S, we made use of special limit lemmas to complete the size chains. The Sum Limit Lemma, for example, asserted that the limit of a termwise sum of two streams is the sum of the limits of the two streams. Mathematically speaking, we may view this lemma as stipulating that sums and limits "commute" under appropriate conditions. Such a commutativity property essentially states that the termwise stream sum operation is continuous in a certain mathematical sense. For an arbitrary packet system in general, continuity lemmas such as these are needed in order to establish relations among streams in a system's limit state from corresponding relations that hold for intermediate states. A fairly large class of arithmetic and logical operations satisfy the desired continuity properties. It may be wise to restrict the class of packet systems to include only those behaviors for which the size properties are continuous.

There is an entirely different conceptual abstraction associated with the element properties in a consistency proof. In order to relate particular output packet values with corresponding input packet values, it is in general necessary to trace the passage of individual packets through the internal channels of the system. This becomes a difficult task even with relatively
simple systems such as \( S \), since the transmission and acknowledgment of a packet are traced through an entire series of applications of the system's connection properties and the specifications of the component modules. In order to obtain a general proof methodology, it is essential to develop some formalism for describing and deriving properties of the packet transmission pathways within a system. In the system \( C \), for example (see figure 5.3-1), we should be able to formally state that any packet received on channel \( X \) will be passed through module \( A \) onto channel \( S \) and then through module \( D \) onto both channels \( R \) and \( Y \). By a judicious use of appropriate descriptive tools, a high-level formalism for manipulating properties such as these should be achievable.

There is another approach we may take towards consistency proofs. In the characterization theorem for acyclic systems given in the preceding chapter, one direction of proof did not require that the systems be acyclic. We proved that in any complete execution sequence for any packet system, cyclic as well as acyclic, if the external characteristic relations for all the modules are continuous, then the system's limit state satisfies all these external relations simultaneously. It may seem that this result would make consistency proofs almost trivial, but continuity must be established in order to use it. This alternative approach, although it does not reduce the complexity of consistency proofs, may be more suitable for developing a generalized proof methodology than the ad hoc approach used in proving the three sample systems.
For the synthesis portion of a correctness proof, there is an approach to proof methodology that follows as a logical outgrowth of the conceptual notions available to the system designer. It is the designer's task to realize certain desired behavior through interconnections of various modules, which means that the designer must envision how packets are to be routed through the system in order to achieve the intended actions. The designer really goes through a conceptual simulation process of the system's behavior. The logical framework for a synthesis proof is thus already present as one of the elements of the system design process. Again, for a general proof methodology, one would need to develop some formalism for describing sequences of routings of packets through the various modules in a system. In the particular proofs we presented, there was a regular, cyclic structure to these routings. It is reasonable to expect that a similar regularity be present in the internal behavior of more complex systems. Exploiting this regularity should turn out to be helpful in constructing synthesis proofs for packet systems.

As we mentioned in the preceding section, the lemmas we developed for our three sample proofs are suitable for use as more general tools. Another area for future research is a determination of the scope of their applicability and the development of a more comprehensive set of tools for system verification.

In general, the study of specification and proof methodologies for packet systems (and perhaps other kinds of structured systems as well) appears to be a fertile area for additional exploration. The current research is really
only a first attack on the problem of formal description and verification of systems, but the approaches presented here should point the way for further investigation.

6.3. Parting shots

A detailed development of a packet system verification methodology based on the ideas presented in the preceding section is not an easy task, but there is a far more difficult problem to be considered. The complexity of the systems that are studied will always be a constraining factor for formal specification and verification, since formal descriptions grow in complexity faster than the systems they describe. The use of the acyclic system characterization theorem and similar techniques can help reduce the complexity inherent in many systems, but this reduction will not make complicated systems simple. Proofs for systems significantly larger than the ones we have discussed may be unmanageably difficult in practice to construct in their entirety. Thus, any specification methodology whose only goals deal with formal proofs will have limited practical application to real systems. No system designer is going to slosh through all the intricate details of a proof for a system that he already "knows" is correct. Moreover, proofs can contain errors just as much as programs or system designs. However, our scheme for packet system specifications supports the hierarchical factoring of systems into components that approximate the designer's conceptual view. Execution sequences and packet streams in our specification model are useful tools that may be manipulated by a system designer to test out and to gain further insight into the operation of packet systems being designed. In this
way, we feel that the concepts that have been developed in our research can be applied to aid significantly in the process of designing, using and understanding packet systems.

In summary, the research here has opened up a new area of formal specification and verification of computing systems, both hardware and software. The originality of this work is particularly evident in the context of hardware system design. The approaches and techniques that have been developed here are useful in their own right and also help point the way for future work in understanding and verifying systems.
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